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1 Abbreviations 

ASE - American Society of Echocardiography 

bSSFP - Balanced Steady-State Free Precession 

CMR - Cardiac Magnetic Resonance 

CMR-FT - Cardiac Magnetic Resonance Feature Tracking 

EACVI - European Association of Cardiovascular Imaging 

ED - End-Diastole 

FLASH - Fast Low Angle SHot 

FT - Feature Tracking 

JEMRIS - Jülich Extensible MRI Simulator 

LV - Left Ventricle 

MOLLI - Modified Look-Locker inversion recovery (MOLLI) 

MRI - Magnetic Resonance Imaging 

RV - Right Ventricle 

SSFP - Steady-State Free Precession 

STE - Speckle Tracking Echocardiography 

t - time 

trueFISP - (true) Fast Imaging with Steady-state free Precession 

v  Velocity 

X - Displacement 

 

2 Abstract 

Feature tracking (FT) is a relatively recent post-processing technique that uses 

standard clinical Cardiovascular Magnetic Resonance (CMR) cine images to derive global 

and regional myocardial deformation parameters such as tissue displacement, velocity, 

strain, strain rate and torsion. CMR-FT has the potential to be used for early patient 
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diagnosis and follow-up; however, differences in calculated values between software 

packages and the lack of absolute validation have hindered its clinical acceptance. 

Research is active in the development of cine model simulations for which motion 

deformation parameters are known a priori, to be used as the ñgold-standardò to validate 

CMR-FT packages. This approach has already been successfully applied for the 

validation of two-dimensional speckle tracking echocardiography tools. Existing 

completely numerical cine models lack the image information utilised by FT software, so 

approaches are sometimes based on manipulating acquired images. 

The aim of the present project was to design and develop a morphologically realistic 

cardiac cine numerical simulation to validate CMR-FT software packages. This work 

extended previous work where simple analytical cardiac motion models were developed 

in MATLAB. The present work explored the feasibility of generating a suitable cine model 

by manipulating acquired images for input to a magnetic resonance physics simulator. 

The resulting model was analysed with 2 FT software packages and the results compared 

with the theoretical values. Methods of 1D and 2D strain calculation were investigated to 

produce ground-truth strain pertinent to the differing strain-calculation methods of the 

CMR-FT software packages investigated. Finally, the model was used to investigate the 

effect of temporal resolution on measured parameters. The results serve as evidence of 

the utility of the cine simulation and strain calculation methods used, providing a basis for 

further work. 

3 Introduction 

3.1 Clinical use of CMR-FT 

CMR-FT can be used for regional myocardial functional assessment because indices 

such as strain can reflect underlying myocardial contractile dysfunction [1]. The presently 

used measure of contractility is ejection fraction [2], but it lacks sensitivity [3] and does 

not give regional results. 

CMR-FT was introduced in 2009 [4], and it is currently in the research stage, with 

studies comparing its utility to speckle tracking echocardiography (STE) and CMR-

tagging, which also offer regional myocardial functional assessment. Research is active 

in investigating CMR-FT for a range of uses, including for selecting candidates for cardiac 
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resynchronization therapy [5], diagnosis of acute myocarditis [6], quantification of 

dyssynchrony [2], and classification of cardiomyopathy [2]. 

The advantages of CMR-FT over STE are the superior contrast between the blood 

pool and the myocardium, the superior reproducibility of image quality, and the superior 

visualization of the right ventricle (RV) unrestricted by the acoustic window [3].  

The main advantage of CMR-FT over CMR-tagging is that CMR-tagging requires 

additional time-consuming sequences, whereas the steady-state free precession (SSFP) 

cines required for CMR-FT are routinely acquired in standard protocols to quantify 

ventricular function and visually assess motion. Furthermore, CMR-FT uses user-friendly, 

semi-automated software, whereas CMR-tagging produces images that are difficult to 

analyse [3]. CMR-tagging does however give superior accuracy for regional 

measurements [7]. 

CMR-FT is therefore an attractive technique for use in early diagnosis and follow-up 

of cardiovascular disease. This is significant as cardiovascular disease remains the 

biggest cause of death globally [8], and the ever-growing adult congenital heart disease 

(ACHD) population requires long-term follow-up [3], and ischemic heart disease requires 

monitoring. 

3.2 How CMR-FT Works 

CMR-FT is applied to SSFP cine images of the left ventricle [1]. FT is based on optical 

flow, for which many algorithms exist [9]. Using optical flow in CMR-FT is comparable to 

STE, in which tissue motion is measured through the maximum likelihood frame-by-frame 

displacement of image patterns and features in regions of a few pixels.  

Optical flow can be combined with other techniques such as non-rigid registration and 

edge detection to give an overall FT method [10]. These can be used to introduce 

elasticity to tracking, and to lead tracking towards predefined physiological shapes [10]. 

The user is first required to define the epicardial and endocardial borders at end-

diastole (ED) [4]. The results are calculated through the tracked displacement of many 

control points on these borders. CMF-FT manufacturers do not typically reveal their post-

tracking strain calculation methods, nor their tracking methods. 
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3.3 Cardiovascular Feature Tracking Parameters 

CMR-FT software packages report several parameters in their results. It is useful to 

first consider CMR-FT results in terms of the parameters used in STE. These parameters 

are defined in a consensus document [11] produced by the European Association of 

Cardiovascular Imaging (EACVI)/American Society of Echocardiography (ASE)/Industry 

Task Force. Owing to time constraints, only FT results relevant to a short-axis view are 

considered in this project. 

FT measures the displacement of tracked points. The consensus document suggests 

first considering this as velocity, V, using the timing of the cardiac phase associated with 

each frame of the cine. Considering a short-axis view of the LV, V has a component 

normal to the border (endocardial or epicardial), called the radial velocity, Vr, and a 

component tangential to the border, called the circumferential velocity, Vc. These 

correspond to the principal myocardial deformations observed in a short axis view. These 

directions are shown by Figure 1. 

 

Figure 1: The radial and circumferential directions of a short axis view of the LV, with 

the change in lengths from diastole to systole used to derive strain results [12]. 
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The positive direction of Vr is defined as the normal towards the centre of the cavity. 

The positive direction of Vc is defined as counterclockwise in the conventional 

echocardiography short-axis view, which is from the apex to the base. Rotation rate 

(angular velocity) in radians per second can be calculated by dividing Vc by distance to 

the centre of the cavity. Torsion (degrees/cm) is the difference in the systolic rotation of 

the myocardium between an apical and a basal short axis slice, divided by the distance 

between the two image planes. 

All other parameters are derived from velocity. Displacement relative to the ED frame, 

X(t), is calculated as the time-integral of velocity over all frames since the ED frame. 

ὢὸ  ὠὸὨὸᴂ Equation 1 

 

1-dimensional (1D) Lagrangian strain, SL(t), gives the change in length relative to the 

original length, L0. 

Ὓ ὸ  
ὒὸ  ὒ

ὒ
 

 

Equation 2 

Figure 1 illustrates this, showing the change in radial and circumferential lengths from 

diastole to systole. As for X(t), SL(t) is reported radially and circumferentially. 

Circumferential results may be reported for the endocardial border, the epicardial border, 

the midline, or averaged over the whole cardiac wall. Radial strain depends on the relative 

displacement of the borders together, representing the change in myocardial wall 

thickness. 

It is apparent from literature that radial, circumferential, and longitudinal strain are the 

most widely reported FT results. Longitudinal strain is calculated from a long-axis view, 

and as mentioned, only FT results relevant to a short-axis view are considered in this 

project, owing to time constraints. Therefore, radial and circumferential strain are the FT 

results that are the focus of the present project. 

Unlike STE, for which there exists a standardized approach to the calculation of results 

[11], there is variability among CMR-FT software packages. Specifically, this relates to 
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the coordinate system used to describe myocardial deformation, and also as to the use 

of 1D or 2D strain calculations. This is expanded on in section 4.4.3. 

3.4 Need for Validation 

Differences in calculated values between software packages and the lack of absolute 

validation have hindered the clinical acceptance of CMR-FT. Although intra-vendor [13] 

[14] and inter-vendor [4] [14] reproducibilities have been assessed clinically, these studies 

only investigated relative errors. 

Absolute validation is needed in order to know the uncertainty of a given FT software 

package. This requires cine images for which the ground-truth motion is known a priori, 

as opposed to from measurement. Validation therefore requires numerical phantoms, for 

which the deformation is fully controlled. This approach has already been successfully 

applied for the validation of two-dimensional speckle tracking echocardiography software 

packages [15], demonstrating its feasibility; though simulating echocardiographic images 

is less complex than simulating CMR cine images. 

Absolute validation would be useful in assessing the accuracy of CMR-FT compared 

to speckle tracking echocardiography and CMR-tagging. The results obtained using these 

techniques are sufficiently different such that each has been assigned different normal 

ranges of strain and velocity [16]. This means that the results obtained using these 

different techniques are not directly comparable, and absolute validation would help in 

assessing the significance of these differences. 

Absolute validation would also aid CMR-FT inter-vendor comparison. Differences in 

the results obtained with different FT software packages arise because of the different FT 

methods used. Vendors do not always reveal their FT methods to the users [1]. It is 

therefore important to use phantoms for inter-vendor comparison studies to give an 

indication of the uncertainty associated with the comparison of results obtained from 

different software.  

Furthermore, models are suited to assessing the effect of image spatial and temporal 

resolutions, as well as noise, on FT results. Models can therefore help to determine the 

requirements of cine sequence acquisition parameters for accurate FT. For example, 

insufficient temporal resolution can lead to transient spikes in motion being missed [10], 
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potentially obscuring clinically significant motion. It has also been shown that high 

temporal resolution is not beneficial to FT without sufficiently high spatial resolution [2], 

because optical flow methods become ineffective. This is the case when frame-to-frame 

displacements are less than the pixel size [17]. It has been stated that CMR-FT algorithms 

make use of the spatial resolution and frame rate when performing FT by adapting the 

tracking search window size [2]. Finally, it has been suggested that it is important to 

further investigate the effects of spatial and temporal resolutions on CMR-FT accuracy 

because of the prevalence of image acceleration techniques, which increase frame rate 

but alter signal-to-noise ratio [2], potentially impairing FT. 

3.5 Literature Review 

The project aims to extend previous work undertaken partly at the National Institute 

for Health research (NIHR) Cardiovascular Biomedical Research Unit at Barts Health 

NHS Trust, in which simple analytical cardiac motion models were developed in MATLAB 

[18]. The models used radially and circumferentially varying signal intensity in the 

myocardium as a texture because matching control points on a border from one frame to 

the next for FT requires variation of signal around the borders. In fact, calculating optical 

flow is intrinsically difficult and ambiguous in textureless regions [19].   

The detection of circumferential displacement when no circumferential motion was 

modelled led to the conclusion that FT algorithms may not be able to function as intended 

when the motion present in the model is non-physiological. For example, FT software 

may use methods such as non-rigid registration and edge detection to lead tracking 

towards expected physiological shapes and elastic properties [10]. Conclusions regarding 

the accuracy of CMR-FT software must therefore be based on cine models using realistic 

myocardial borders and motion. 

A different phantom also provided full knowledge of the ground truth strain exhibited 

by the motion in the cine [20]. This was achieved by deforming a simple representation 

of the endocardial and epicardial borders of the left ventricle according to mathematical 

equations. These equations fully describe the kinematics of the left ventricle relative to a 

cardiac coordinate system, including radial displacement, torsion, and ellipticalization 

[21], thereby giving realistic motion. However, although this phantom used a simulation 
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of the MR signal intensity distribution, it lacks realistic myocardial texture and structure, 

and realistic left ventricle shape, because it uses a completely numerical approach. 

The ideal phantom for CMR-FT validation would therefore exhibit controlled 

deformation to provide full knowledge of ground truth strain, as for a numerical phantom, 

whilst having the realistic anatomical features and image texture of a voxel-based 

phantom, created using clinical images. It is not possible to fully realise both aims 

simultaneously using either approach, so the spectrum of models representing a 

compromise between the two aims must be investigated [22]. The integration of these 

two phantom creation approaches creates a hybrid phantom [23]. 

 This hybrid approach has been applied to create the Magnetic Resonance Extended 

Cardiac-Torso (MRXCAT) cine phantom [23]. Tissue properties, such as relaxation times, 

are assigned to the tissue masks throughout the cardiac cycle and the relationship of 

these properties to MR signal intensity is modeled for a chosen MR sequence. Coil 

sensitivity and noise are also modeled to give a realistic signal intensity histogram. 

Discrete Fourier transform is applied to the images to transform them to k-space. It is then 

possible to model different sampling trajectories in k-space, and transforming back to 

image space gives the final phantom images. 

However, the MRXCAT cine phantom lacks simulation of realistic image structure, 

which is the basis of optical flow algorithms, because the simulated MR image in based 

on the relaxation time distributions assigned to the tissue masks, and these lack structure. 

Critically, the ground truth strain of the source data is unknown. 

A different approach to hybrid phantom creation involved warping template cine 

sequences [24]. Firstly, segmentation was performed by using non-rigid registration to 

deform an existing generic segmented model onto an ED cine frame. Volumetric meshes 

of the right and left ventricles were generated from the segmented image. These meshes 

were deformed according to a model simulation of cardiac electrical activation and 

resultant mechanical contraction. The end-diastolic frame of the template cine sequence 

was warped according to the simulated motion, generating warped frames through the 

cardiac cycle. Each of these warped frames was registered to the corresponding frame 

of the template cine. This generated a vector field for each frame. These vector fields 

were used to deform the template frames, generating the simulated cine sequence. 
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There are two main issues with using this approach for a CMR-FT validation phantom. 

Firstly, uncertainty in the knowledge of the ground-truth strain of this model is introduced 

by any inaccuracy in the registration process [24]. The second issue is that the image 

texture in the final simulated cine sequence results directly from warping the images of 

the template sequence, which may mean the image texture is not realistic [24]. These two 

issues will be minimised when the simulated motion is similar to the actual motion of the 

template sequence. 

The authors suggested that MRI physics simulation may generate realistic image 

texture, thus circumventing the issue of unrealistic texture warping. A subsequent paper 

[8] incorporated MRI physics simulation with the goal of using the resultant phantoms for 

intra-patient comparison of CMR-FT, CMR-tagging, and STE. Volumetric meshes of the 

myocardium at ED were deformed according to an electromechanical model, generating 

a set of meshes. Another set of meshes was generated by registering the initial meshes 

to each frame of a sequence of tagged-MR images for the same volunteer. The geometric 

transformation between the two sets of meshes was calculated for each frame, giving the 

deformation between the myocardium of the template cine sequence and the simulated 

motion. These transformations were applied to the segmented template cine frames. 

These warped segmented frames were combined with reference T1 and T2 distributions, 

myocardial T1 extracted from the tagged-MR intensities, and the cine sequence 

intensities, to calculate proton density maps. The T1, T2, and proton density maps were 

inputted to the Object-oriented Development Interface for Nuclear magnetic resonance 

(ODIN) physical simulator [25] to generate synthetic images with realistic cine MR image 

texture. Creation of the proton density maps required further image registration, which 

was between the simulated sequence and the acquired cine. 

This approach shares a limitation of [24] in that uncertainty in the knowledge of the 

ground-truth strain of the simulated cine is introduced by any inaccuracy in the registration 

of the meshes to the sequence of tagged-MR images. Registration errors appear as 

residual motion, such that the motion exhibited by the simulated sequence differs from 

the applied deformation field [8]. However, this uncertainty was reduced by replacing 

myocardial intensities with that of the warped end-diastolic frame of the template 

sequence, and using Gaussian weighting at the myocardial borders to give continuity of 
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motion with the background tissue. This approach can therefore be susceptible to some 

unrealistic texture warping in the myocardium, which can impede FT accuracy. 

In conclusion, there exists a conflict between the choices of applying small 

deformations to the whole of a cine sequence, relying on accurate registration for known 

ground truth motion, versus deforming an end-diastolic image, which can give unrealistic 

texture warping. MR physics cine simulations have previously used T1 and T2 distributions 

[23] [8] [26], rather than acquired maps, and consequently these lack realistic image 

structure. While [8] did use anatomical T1 maps, these were derived from a tagging 

sequence rather than directly acquired, and proton density maps were derived from cine 

intensities. The literature search revealed that no papers have described the use of 

acquired T1 and T2 maps in cine simulation. 

4 Method 

The literature review provided the rationale for the choice of methods. 

The present project aimed to extend the use of the MR physics simulation, in order to 

reduce the unrealistic texture warping that results from deforming template cine images 

directly, as well as avoiding the use of registration as it pertains to uncertainty in the 

knowledge of ground-truth strain. This led us towards the method of deforming end-

diastolic T1 and T2 maps, as well as a proton density weighted image to act as a proton 

density map. These are required to be of sufficient spatial resolution to be robust against 

unrealistic texture warping given the large myocardial deformation from diastole to 

systole, while being sufficiently realistic to give realistic image structure. The use of T1 

and T2 maps acquired from a volunteer acquisition was therefore investigated. Cardiac 

spatial resolution is limited by respiratory and cardiac motion, and the clinically used 

reconstructed spatial resolution at Barts Health NHS Trust is approximately 1.4 mm. This 

was therefore the spatial resolution of the T1 and T2 maps deformed for input to the MR 

physics simulator, and the myocardial displacement from diastole to systole was 

anticipated to be approximately on the order of 5 to 10 mm, as for example FT results. If 

texture warping was found to be not a significant issue given this spatial resolution, 

magnitude of displacement, and MR physics simulation approach, such an approach 

would contribute added image realism to the typical approach of using reference T1 and 
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T2 distributions for CMR physics simulation rather than acquired maps. If significant 

texture warping was observed in the simulated cine sequence, then the combination of 

acquired maps with synthetic T1 and T2 distributions or textures was to be investigated. 

These would have an arbitrarily high resolution to reduce texture warping upon 

deformation.  

The chosen MRI physics simulator was the Jülich Extensible MRI Simulator (JEMRIS) 

[27]. JEMRIS solves the Bloch equations which describe the spin ensemble, whilst 

accounting for pulse sequence parameters, thereby simulating the MR signal and thus 

the image texture of a sequence. JEMRIS has been described as one of the most 

advanced and prevalent MRI simulator platforms available [28]. JERMIS permits 

modification of the simulated pulse sequence and k-space trajectory. 

The CMR-FT software packages used for analysis were TomTec Arena (CPA MR 2D) 

(TomTec Imaging Systems, Munich, Germany) and cvi42 (Tissue Tracking module) 

(Circle Cardiovascular Imaging Inc., Calgary, Canada). These are two of the most widely 

used CMR-FT software packages, and both were available at the Barts Heart Centre. 

The project involved work towards the following aims: 

¶ Simulation of realistic short axis cine images using JEMRIS. 

¶ Comparison of ground-truth strain to strain results from two CMR-FT software 

packages, using strain calculation methods appropriate to the software. 

¶ Investigation of effect of temporal and spatial resolution on tracking accuracy. 
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4.1 Method Summary 

The method is divided into 4 sections: acquisitions, processing, simulation, and 

analysis. 

 

Figure 2: A summary of the method. 

4.2 Preliminary Work 

The output file of the TomTec FT software was investigated in an attempt to determine 

the post-tracking strain calculation methods used. This was done for the TomTec 

software, and not for cvi42, because only the former provides access to the measured 

displacement of tracked points on the epicardial and endocardial borders in a readable 

file format. The output file includes the pixel locations of the tracked points as well as the 

numerical results of displacement and strain. B-spline interpolation was used to fit B-

splines to the endocardial and epicardial tracked points within each phase. The tracked 

points and B-splines of all the cardiac phases are presented as for the epi and endocardial 

borders of a single short-axis cine in Figure 3 b).  
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a)  

 

b) 

 

c) 

Figure 3: a) The end diastolic frame of the short axis cine image sequence, with the 

initial locations of the tracked points and the fitted B-splines shown. b) B-spline 

interpolation was used to fit B-splines to the epicardial and endocardial tracked points in 

each phase of the TomTec output file. c) The calculated global radial displacement was 

compared to the reported values of the TomTec software. 
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The calculated radial displacement is presented in Figure 3 c) as an example of one 

of the FT results investigated. Equation 11 was used to calculate radial strain for each 

tracked point in a polar coordinate system, and this is justified later in the report (in section 

4.4.3: Strain Calculation). 

Figure 3 c) shows that the reported results exhibit less radial displacement than the 

calculated results, with the curve appearing to be smoother. A similar outcome was seen 

for rotational displacement. This indicates that the radial displacement exhibited by the 

tracked points does not directly correspond to that reported in the TomTec output file. It 

would suggest that data smoothing, or possibly fitting to a strain model, is used in post-

tracking calculations. This has been referred to as the regularization of tracking results 

[11]. It was therefore not possible to determine the calculation methods used. 

A recent publication [29] highlighted the same finding. It was reported that zero strain 

was obtained using TomTec software for the final frame of a cine sequence, despite the 

tracked contours showing relative displacement with respect to the initial contours. It was 

hypothesised that the FT software may employ curve-fitting after propagating the tracked 

contours. 

These results show that, when assessing the accuracy of FT using TomTec, the 

tracked points can be used to assess the accuracy of tracking itself separately from the 

post-tracking calculation of displacement and strain. However, the tracked points 

themselves cannot be used to directly determine the method of strain calculation used by 

the software. Furthermore, these results support the need for the cine phantom to exhibit 

realistic motion, given that the post-tracking calculation method is likely optimised for 

regularization towards realistic motion. 

4.3 Acquisitions 

Acquisitions were made for one adult male volunteer using a 1.5 T Siemens 

Magnetom Aera system (Siemens Healthineers, Erlangen, Germany) with a 30-element 

coil (combined thoracic and spine). Acquisition parameters are given in the section: 

Appendix ï MRI acquisition parameters. 
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a) b) c) 

 

  

 

 d) e)  

Figure 4: Cardiac short-axis acquisitions in a volunteerï a) ED frame of a balanced 

steady-state free precession (bSSFP) cine. b) ED frame of a tagging cine. c) ED proton 

density weighted image. d) ED T1 map. e) ED T2 map. 
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4.4 Processing 

4.4.1 Registration of end-diastolic maps 

It was necessary to register ED images to account for differences in tissue position 

caused by breath-hold and cardiac motion differences between acquisitions. Without 

registration, differences in the positions of the myocardial contours would cause blurring 

at the myocardial contours in the simulated cine, and in turn, lead to poor FT performance. 

Furthermore, as calculation of strain requires knowledge of the myocardial contour 

positions, these should be matched for all images used to generate the simulated cine. 

Registration of cardiac images is a complex problem due to the non-rigid and mixed 

motions of the heart and thorax, and because of a lack of accurate anatomical landmarks 

[30]. The two non-rigid registration methods investigated were the demons algorithm [31] 

and free-form deformation method using B-splines [32]. These are popular non-rigid 

registration approaches; the b-spline method has been used for analysing myocardial 

motion in tagging [33] and cine sequences [34], and an adaptation of demons method 

has also been used for analysing myocardial motion in cine sequences [35]. 

 Existing MATLAB implementations of these two methods were used [36] [37]. These 

two implementations include a signal intensity histogram based method of transforming 

an MR image so that it has the appearance of that of another MRI modality [38]. This is 

because mutual information between the target (or óstaticô) image and the registered (or 

ómovingô) image is used as the registration error that guides the registration. The inclusion 

of this MR signal intensity transformation therefore makes these registration 

implementations compatible with the present problem of registering images acquired 

using different MR pulse sequences. 

While these two methods produced adequate registration results, the myocardial 

contours were not matched perfectly. Because exact matching of the myocardial contours 

is desirable, a method of parametric mapping using anatomical landmarks [39] was 

implemented for non-rigid registration. The anatomical landmarks used were the inferior 

and anterior junctions between the left and right ventricles, and points distributed around 

the epicardial and endocardial contours. The septal segment of the LV myocardium 

borders the RV, and the non-septal segment is the remainder of the LV myocardium. 
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Firstly, the epicardial and endocardial contours are fitted using B-splines. The points on 

the non-septal segment of the epicardial contour are equally spaced angularly around the 

centre of the endocardial contour, and the remainder of the septal points are equidistant 

along the directions that are locally normal to the epicardial contour. The same is applied 

to the septal segment. This is illustrated by Figure 5 below, showing the global LV 

displacement magnitude. 

 

Figure 5: The parametric mapping applied to the ED frame of the cine sequence. The 

red and cyan lines show the epicardial and endocardial contours respectively, the blue 

circle shows the anterior RV insertion point, the green circle shows the inferior RV 

insertion point, the blue crosses show the parametric points of the non-septal segment, 

and the green crosses show the parametric points of the septal segment.  

Non-rigid registration using this parametric mapping has been used at the implicit level 

to provide a common abstract domain for the comparison of local anatomical clinical 

measurements that accounts for anatomic differences between patients and 

deformations due to cardiac motion [39]. In the present work, the parametric mapping is 

applied at the explicit level for the purpose of finding a transformation that registers 

matched points in the image space. Although this is mentioned in the original paper [39] 

as a method of explicit registration, it is not used as such.   

To smoothly extend the non-rigid displacement outside of the myocardium, the 

myocardial displacement field was diffused outwards using iterative convolution with a 
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Gaussian kernel and re-initialisation of the myocardial displacement vectors [40]. This 

technique has been applied in the literature as part of the process for the generation of 

synthetic cine sequences [40] [24]. This does not lead to good registration of tissue 

outside of the myocardial borders, only a smooth transition of motion across the 

myocardial borders. However, registration outside of the myocardium is not a focus since 

FT is performed only for tracked points within the myocardium and on the myocardial 

borders, so exact matching of non-myocardial tissue borders is not essential. 

The ED T1, T2, and PD images were registered to the ED frame of the cine sequence 

for the matching slice. The ED cine frame was chosen as the target of registration 

because (as discussed in section 4.4.2) the cardiac deformation field was extracted from 

the cine sequence, and it was desirable to apply the deformation to the corresponding 

myocardial contours to preserve the realism of the myocardial motion. 
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Figure 6: A demonstration of the ED image registration, showing the registration of the 

T2 map to the ED cine frame with overlaid contours. 

4.4.2 Extraction of the deformation field 

The initially preferred method of extracting the deformation field was to use the tagging 

sequence analysis software available at the Barts Heart Centre, CIMTag2D v.7 (Auckland 

MRI Research Group, New Zealand). This is because CMR-tagging is the gold standard 

for myocardial regional functional assessment [1], via extraction of tag displacement. The 

user indicates the initial configuration of the tagging grid and the software is able to 

accurately track the movement of the tagged points as they move with tissue. However, 
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such software is intended to extract the deformation within the myocardium and on the 

myocardial contours only, rather than across the whole image space. Because the 

simulated cine sequence should ideally exhibit realistic motion across the image space, 

generalised non-rigid registration algorithms were investigated as an alternative method 

of extracting the deformation field. The existing MATLAB implementations of the demons 

algorithm and the free-form deformation method using B-splines were investigated, as 

discussed in section 4.4.1. As discussed, these have been applied in cardiac motion 

analysis using tagging and cine sequences. 

The most realistic deformation was obtained by applying the B-spline registration 

method to the cine sequence using the sum of squared differences as the measure of 

registration error. Registration results were poor when applied to the tagging series, and 

this may have been because of tag fading. Registration was performed between 

successive images, rather than relative to the first image, to reduce the magnitude of the 

deformation and therefore improve accuracy. This was also beneficial for the reason that 

the MR signal variation and inter-slice motion observed through the cine sequence has 

less of an effect on the registration. The displacement fields relating successive images 

were used to obtain displacements relative to the initial image grid so that the ED images 

could be deformed through the motion of all the cardiac phases. Figure 7 shows selected 

phases of the deformation for the T2 map for both the B-spline and the demons methods 

of non-rigid registration for comparison. 
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Phase 1/30 Phase 10/30 Phase 20/30 Phase 30/30 

    

Figure 7: Selected phases of the deformed T2 map using deformation obtained from B-

spline (top row) and from demons (bottom row) non-rigid registrations. 

Although the deformation obtained using the B-spline method of non-rigid registration 

was more realistic than that acquired using the demons method, the deformation of the 

heart was unrealistic at systole. This is demonstrated by Figure 8, with overlaid deformed 

epicardial and endocardial contours. Proceeding with this unrealistic LV deformation 

would lead to unrealistic ground-truth strain. 
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a) 
 

b) 

Figure 8: The ED T2 map a) at phase 1 (not deformed) and b) and deformed to phase 

9, which is peak systole, using the deformation acquired from B-spline non-rigid 

registration, with overlaid deformed epicardial (red) and endocardial (cyan) contours. 

To improve the realism of LV deformation, the LV displacement obtained from the 

CIMTAG 2D software was used. As mentioned, such software is used to extract the 

displacement of tagging points within the myocardium and on the myocardial contours 

only, and not elsewhere in the image space. It was therefore decided to merge the LV 

displacement obtained from CIMTAG 2D with the full displacement field obtained from B-

spline non-rigid registration. To do this, the tag locations at the initial ED phase were used 

to register the myocardium to that of the acquired cine, using the method described in 

section 4.4.1 (Registration of end-diastolic maps). The tag displacement tracks were then 

interpolated using cubic B-spline interpolation to account for the difference in the trigger 

times and the number of cardiac phase between the acquired tagging and cine 

sequences. Next, the myocardial displacement obtained using CIMTAG 2D was 

extrapolated outwards to cover the full image space at each phase of the acquired cine. 

The merged displacement fields were created using three steps. Firstly, a mask of the LV 
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myocardium and blood pool was dilated outwards by 5 pixels using a morphological 

operation. The merged displacement field within this mask was set equal to the 

displacement of the extrapolated CIMTAG 2D displacement field. Secondly, outside of 

this region, the displacement was set equal to that obtained using the B-spline non-rigid 

registration method. Thirdly, these two regions were smoothly merged so that deformed 

images did not show discontinuous motion. This was done by averaging the displacement 

over a dilated mask taken from the edge pixels of the dilated LV mask. The merged 

displacement fields relative to the initial grid for the x and y directions are shown in Figure 

9 below. 

    

 

Phase 2/30 Phase 10/30 Phase 20/30 Phase 30/30 

    

Figure 9: The merged displacement fields shown for selected phases for x-displacement 

(top row) and y-displacement (bottom-row). 

It was noted that the displacement of the final phase relative to the initial phase was 

not equal to zero. This meant that the displacement field was not compliant with the zero-

end-displacement condition that the TomTec software imposes on its strain calculation 

(noted in section 4.2), introducing a source of disagreement between the ground-truth 

strain and TomTecôs strain results. Also, the displacement fields showed deformation that 



David Adams Page 26 of 56 27/03/2019 
 

exhibited unrealistic post-systole movement originating from the B-spline non-rigid 

registration. To correct for this and to enforce the zero-end-displacement condition, the 

displacement of the final step was set to zero and a combination of exponential weighting 

and B-spline approximation was applied after systole. After some experimentation, a 

normalised exponential function of the form Ὡ Ȣ  was applied to the last 16 of 29 steps 

to reduce the post-systole displacement magnitude, and clamped quadratic B-spline 

approximation was applied to the last 17 steps to reduce the variation in displacement 

magnitude. The figure below shows the effect of the weighting and smoothing on the 

mean displacement magnitude of the LV myocardium.  

 

Figure 10: The global displacement of the LV myocardium relative to initial positions 

before (blue) and after (red) modifying the displacement field. 

Figure 8 shows the T2 map deformed to phase 9 using the merged displacement field. 

The overlaid contours show more realistic deformation than that obtained using b-spline 

registration. 
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a) 

 

b) 

Figure 11: The ED T2 map a) at phase 1 (not deformed) and b) and deformed to phase 

9, which is peak systole, using the merged displacement field, with overlaid deformed 

epicardial (red) and endocardial (cyan) contours. 

The merged displacement field within the myocardium is shown below for phase 9 of 

30. This was the phase of maximum average displacement within the myocardium, 

corresponding to peak systole. This shows realistic deformation within the LV 

myocardium. 














































