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Abstract  

 

Aim : Real time MRI (rtMRI) of human speech is an active field of research, with a particular clinical 

focus on the assessment of speech disorders.  In this work, a numerical phantom is developed to allow 

acquisition and reconstructions schemes for rtMRI to be compared to a continuous time model of the 

moving structures, which forms a dynamic computational phantom. The model is then tested using 

different k-space sampling schemes (Cartesian, radial and spiral) and to simulate parallel imaging (PI) 

reconstructions.   

Methods:  The computational phantom was developed using a prototyping software development 

framework created in MATLAB (version 2016b, Mathworks, Natick, MA, USA). The whole 

development process was split into two stages; (I) Phantom Development and (II) Testing and 

Implementation (II).   

Stage I. Phantom Development: Previously acquired 2D real-time MR images of a volunteer phonating 

a standard speech sample were used. These images were then edge enhanced using the Canny1 method 

and the relevant speech organs and structures segmented using a bespoke semi-automatic threshold tool. 

These segmentations were used to create binary masks, which were processed using morphological 

operators to make them more uniform resulting in 6 anatomical masks: óMandibleô, óMaxillaô, 

óEpiglottisô, ôVelumô, ôTongueô and óHeadô. A continuous time motion model was then created by 

linearly interpolating between two given masks in the time series. Finally, the 2D k-space phantom data 

was derived as a time series using FFT and a non-uniform fast Fourier transform (NUFFT) for Cartesian 

and non-Cartesian sampling trajectories respectively. The novel phantom has a simulated symmetrical 

FOV of 30 cm, image matrix size of 256 x 256, k-space matrix size of 256 x 256, spatial resolution of 

1.719 x 1.719 mm2, a temporal resolution of 30 fps and a single slice thicknesses of 10mm.   

Stage II. Implementation and Testing: As a proof of concept two investigations were carried out. In the 

first, the phantom was used to simulate Cartesian, radial and spiral trajectories and produce fully 

sampled and accelerated images. In the second investigation, multi-coil undersampled dynamic images 

were created and were used to test GRAPPA and SENSE reconstruction techniques by analysing a 

parameter space including the temporal resolution, acceleration rate, number of coils and size of the 

autocalibration signal region. 

Results and Discussion:   

A 2D speech MRI phantom has been developed that can be used to simulate k-space data sampled along 

differing sampling trajectories. The two investigations found that the phantom could be used to produce 

images in accordance with those produced clinically. This has been tested for radial, spiral and Cartesian 

trajectories, and for undersampled Cartesian parallel imaging reconstructed. This phantom will allow 

sampling trajectories to be optimised whilst ensuring they remain diagnostically useful.  

Conclusion:  

The first iteration of phantom development has been completed successfully. Future work would include 

adding tissue contrast parameters (T1, T2) for each mask and using the phantom to test more advanced 

dynamic imaging reconstruction techniques, such as across time kt-GRAPPA.2 Ultimately, a graphical 

user interface would be produced to allow the end user to enter and alter imaging parameters to allow a 

more interactive optimisation process.  

 

This work will be presented at the International Society for Magnetic Resonance in 

Medicineôs Annual Meeting in Paris on Monday 18th June 2018. 
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1 Introduction  

 

In order to develop a useful numerical phantom for speech magnetic resonance imaging (MRI), 

an understanding of both its clinical need and the advanced imaging techniques and sequences 

required to perform it is neccesary. This is established in subsequent sections. Section 1.1-1.4 

establishes the clinical importance of dynamic MRI of speech and how the creation of a 

computational model would aid its development. Section 1.1 explains the anatomical mechanics 

of human speech and pathologies that medical imaging can help diagnose, with a particular 

focus on velopharyngeal insufficiency in patients born with a cleft palate. Section 1.2 discusses 

the different imaging modalities available to speech and language therapists and other clinicians 

to assess speech and its pathologies. Section 1.3 discusses in detail MRI of the speech organs 

and the palate. Section 1.4 describes computational phantoms already utilised in MRI and how 

a speech phantom would be implemented to improve clinical imaging.  

 

The final section, 1.5, outlines two advanced MRI imaging techniques that are used in dynamic 

speech MRI; parallel imaging (PI) (Section 1.5.1) and non-Cartesian acquisitions (Section 

1.5.2); both commonly used to increase the temporal resolution of dynamic imaging. These will 

form two test cases to assess the phantom in Section 3.  

Figure 1.1 The upper and lower respiratory tracts. In human speech, when the diaphragm relaxes it pushes 

air from the lower to upper respiratory tracts allowing the production of speech. This image was produced by 

National Institutes of Health (NIH) and is in the public domain.  
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1.1 Human speech: functional morphology and pathologies 

The production of human speech is a complex process using an interconnected system of 

skeletal muscles working in co-ordination with the lower (LRT) and upper (URT) respiratory 

tracts (Figure 1.1). A full discussion of the nuances of the mechanics can be found in Ball and 

Rahilly 20003, but a simplistic understanding is adequate to develop an insight into the 

requirements of a speech MRI phantom. The production of speech begins once the diaphragm 

starts to relax after a person breathes in.  The intercostal muscles contract as the diaphragm 

relaxes causing the lungs to reduce in volume, and thus force air into first the bronchi and then 

the trachea where it reaches the larynx, the beginning of the URT 4,5.  The air is pushed through 

a narrow gap in the larynx known as the vocal chords (or folds) (see Figure 1.2a). These vibrate 

at a fundamental frequency (with higher harmonics), after which the air passes into the various 

resonant cavities of the URT, whose dimensions are determined by the morphology and 

positioning of the pharynx, velum (also known as the soft palate), jaw, tongue and lips. In the 

phonation of non-nasal consonants, there is a further step, where the vocal tract is either partially 

or fully occluded by a pair of articulators, e.g. the tongue and the hard palate (Figure 1B) or the 

velum and the dorsal section of the tongue.4,5 Therefore, a healthy human can produce the full 

range of sounds required for normal speech by controlling: 

Figure 1.2 Functional Morphology of Speech. A) A sagittal view of the anatomy of the upper respiratory 

tract, B) the anatomy of the palate. Adapted from Scott et al. 2014  

A)     B) 
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i) Respiration: the airflow through the vocal folds and URT by the diaphragm and 

chest wall.6 

ii)  Phonation: the size, shape, tensions and separation of the vocal chords to control the 

pitch of the sound. 6 

iii)  Resonance: the shape of the resonant cavities in the URT. 6 

iv) Articulation: the effect of pairs of articulators (particularly for consonants). 6 

There are however several maladies that can cause impaired speech, one of the most prevalent 

being a cleft palate. According to the Cleft Registry and Reporting Network (CRANE), that has 

been reporting on cleft patients in England, Wales and Northern Ireland since 2005, there are 

an average 1,100 clefts diagnosed per year with 76% involving the palate.7 Patients with a cleft 

palate will usually undergo surgery at 6-9 months, but 20% of patients have been found to 

develop post-surgical velopharyngeal insufficiency (VPI).7 A common cause of VPI is the 

inability of the velum to sufficiently occlude the entrance to the nasopharynx (velopharyngeal 

closure), causing the patient to have difficulty in articulating certain consonants. These patients 

are monitored and undergo speech and language therapy and may require further corrective 

surgery between the ages of 3 and 10.8 Other maladies that may cause impaired speech are 

diseases of the speech organs such as cancer, infections, polyps, nodules and cysts.5 

Neurological conditions9 are also known to cause speech disorders; apraxia is often linked to 

traumatic brain injury and stroke while dysarthria is the result of ñdisturbances in muscular 

control over the speech mechanisms due to damage of the central or peripheral nervous 

systemò10 and is often linked to diseases such as multiple sclerosis, Huntingdonôs disease and 

amyotrophic lateral sclerosis (ALS).11  

To ascertain what treatments will be most effective for VPI, speech and language therapists 

(SLTs) will initially perform a perception examination to assess resonance and articulation 

during a speech sample. Many patients require further diagnostic evaluations, including medical 

imaging. 12  

1.2 Medical Imaging in the clinical assessment of speech  

Imaging techniques are an essential tool for SLTs and surgeons when planning how best to 

manage patients with VPI. The most commonly used techniques are nasendoscopy and 

fluoroscopy. In nasendoscopy, a specialised fibre optic probe is passed through the nostril into 

the nasal cavity from which the velopharynx can be viewed axially (Figure 1.3B).12,13 This is 

more precise than fluoroscopy at discerning the degree of VPI and as it uses non-ionising 
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radiation it can be used multiple times, including during guided therapy sessions. Its 

disadvantages are that its placement is somewhat invasive, which may directly affect the 

patients quality of speech, and uncomfortable, which may make it difficult  to use with a child 

patient. Also, it gives only one two-dimensional (2D) view that provides no information of the 

movement of the other articulators.12 

 In x-ray fluoroscopy (Figure 1.3A14), projection images of the patient performing speech tasks 

are acquired with temporal resolution of 15-3015 frames per second (fps) and the height of 

velopharyngeal closure can be determined, as can the movement of the tongue and pharyngeal 

wall. However, as ionising radiation is used, the number of exposures has to be minimised 

especially with paediatric patients, and as a consequence only a single lateral projection is 

typically used. Furthermore, soft tissue contrast is poor although a barium colloid suspension 

may be applied to the interior of the mouth to increase image contrast.16 Another disadvantage 

is that as it is a projection, overlapping shadows may obscure organs of interest within the 

image. The aforementioned drawbacks of both nasendoscopy and fluoroscopy have led 

researchers to investigate other methods of assessment and MRI has been shown to be a viable 

and potentially superior alternative.12 

 

 

 

Figure 1.3. Medical Imaging of velopharyngeal insufficiency: A. is a sagittal videofluoroscopy view of the velum  and 

pharynx, with insufficiency assessed by measuring the distance between the two during attempted closure. Replicated 

from Cuadros 2009. B shows nasoendoscopy examinations for three patients VPI is assessed as the area fraction of 

the initially open areas that remains open during attempted closure. The top row shows 0% VPI, the second row 10% 

and the third row 35%. Replicated from Ferreira 2015. 

!Φ ±ƛŘŜƻŦƭǳƻǊƻǎŎƻǇȅ  .Φ bŀǎƻŜƴŘƻǎŎƻǇȅ  
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1.3  Magnetic Resonance Imaging of speech 

MRI offers excellent soft-tissue contrast allowing the tongue, velum and supporting muscles to 

be imaged in any plane. Advances in dynamic MRI for gated cardiac imaging have led to the 

development of fast sequences. In Cartesian imaging, Beer et al17 showed that they were able 

to produced images of 5-6 fps using a Turbo Spin Echo (TSE) with 62.5% partial Fourier. 

Advanced techniques such as accelerated parallel imaging reconstruction (20 fps with balanced 

steady state free procession bSSFP)16 and non-Cartesian sampling trajectories (24 fps)18 have 

also allowed increased temporal resolution, and are discussed in detail in Section 1.5.19 As no 

ionisation radiation is used, studies can be performed multiple times and a microphone can be 

used which allows a sound recording to be synchronised  with the images. 4 

  

Disadvantages include the necessity for the patient to lie in the supine position, which may 

affect velar movement as reported in several studies. 17,20 However, Perry et al. (2012) found 

only negligible effects on velar width, length or position due to gravity.21 Also, due to the long 

time required to stay still in a noisy enclosed environment it is often hard to get children to co-

operate with such studies, although Tian et al. (2001) reported children of 5 years can be 

cooperative if given adequate instructions. 22Additionally, the abundance of air to tissue 

interfaces can cause susceptibility artefacts for all sequences, and banding artefacts for bSSFP 

sequences. 19 Inevitably, image contrast will worsen, and the risk of other acquisition artefacts 

is increased.23 This is problematic as the signal to noise ratio (SNR) will have to be sacrificed 

to improve the temporal and/or spatial resolution(s). The use of non-Cartesian k-space sampling 

trajectories can alleviate some of these problems and is discussed in Section 1.5.  

 

As time on clinical MRI scanners is limited, computational phantoms may be used to pre-

optimise sequences before they are implemented and allow a fair comparison between 

sequences by providing a ógold standardô data set.   

 

1.4 Computational Phantoms 

The purpose of a computational (also known as numerical) MRI phantom, much the same as a 

physical one, is to provide a standardised data set in which to test an imaging sequence. 

Additionally, in a computational model the k-space sampling trajectory associated with a given 

sequence may also be simulated. As mentioned above, in a busy clinical MRI unit, the time 

available for physicists to optimise sequences on the scanners might be very limited, which has 

necessitated the development of computational phantoms for other body parts. However, the 
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field suffers from a lack of standardised reference models, resulting inevitably in large body of 

simulation methods hampering cross-validation between centres. 24  

 

There are two principal types of computational phantom, analytical phantoms and voxel-based 

phantoms. Analytical phantoms describe the simulated anatomy functionally. An early 

successful example developed for CT is the Shepp-Logan brain phantom comprised of 

overlapping ellipses of differing signal intensity. More specific MRI analytical head phantoms 

were developed again using ellipses or geometric contouring.25-27 Voxel based phantoms rely 

on the segmentation of a limited number of areas of interest pertinent to the study, resulting in 

the aforementioned abundance of different models. As voxel-based phantoms mimic an actual 

patient they are realistic, but their dimensions can be limited by the spatial and temporal 

resolution of the original acquired image. Additionally for MRI, the k-space to image space 

transformation used, the discrete Fourier transform, ignores k-space truncation errors, whereas 

for an analytical phantom the continuous Fourier transform is well defined.24 However, 

analytical phantoms do not usually incorporate the movement required for a speech phantom. 

In an effort to overcome both of their hindrances, some have tried to create a hybrid phantom. 

The MRXCAT uses voxel based, segmented, in-vivo data with either non-uniform rational b-

splines or a polygon mesh deformation model, which allows it to overcome the temporal and 

spatial resolutions of the original segmented images.24 A similar methodology is applied to 

simulate 2D MR images of velopharyngeal closure using binary masks instead of polygon 

meshes in this work (Section 2.3). 

 

The further development of MRI capable of assessing velopharyngeal closure and speech 

disorders is reliant on the optimisation of imaging sequences to ensure that adequate spatial and 

temporal resolutions can be achieved with sufficient signal while artefacts are minimised to 

allow a correct diagnosis.  A computational MRI speech phantom would allow for more 

efficient sequence optimisation as well as create an environment to allow new sequences to be 

explored and developed.   

 

1.5 Advanced speech MRI techniques 

 

As with all dynamic imaging, the key trade-off in speech imaging is having sufficient temporal 

resolution to image the moving anatomy of interest whilst maintaining sufficient spatial 
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resolution, sufficient contrast and minimising artefacts enough to ensure these images are 

diagnostically useful. Two increasingly prominent methodologies that aim to strike this balance 

are non-Cartesian MRI and parallel MRI. Therefore, these will form two test cases (Section 3) 

to assess the functionality of the computational speech phantom produced in this work (Section 

2).  

 

1.5.1 Reducing acquisition times using accelerated parallel MRI  

A thorough description of parallel MR imaging can be found in Baert (2007)28. The underlying 

principles utilised to be able to test the numerical speech phantom are herein explained. Parallel 

imaging is so called because multiple receiver coils record the signal concurrently (i.e. in 

parallel). This allows a means of reducing acquisition time by only filling a reduced proportion 

of k-space, known as undersampling.29 The reduction in time is known as the undersampling or 

acceleration rate (Ὑ) and is defined as 

Ὑ
ὔ

ὔ
                                          ρ 

where R is the ratio between the number of lines for a fully sampled k-space ὔ  and the 

number of lines ( ὔ  actually sampled. In Cartesian imaging, undersampling only occurs in the 

phase encoding direction as the frequency encoding direction is sampled from Ὧȟ  to 

Ὧȟ  concurrently, thus full sampling incurs no time penalty (non-Cartesian undersampling 

and parallel imaging is also possible and briefly discussed in section 1.5.2). As the field of view 

in the phase encoding direction (Ὂὕὠ  ) is inversely proportional to the distance in k-space 

between sampled lines (ɝὯ ), undersampling causes a reduction in Ὂὕὠ  proportional to Ὑ 

and subsequently an aliased image (see Figure 1.4). However, using the data from the multiple 

coils, along with some constraints and assumptions, allows one to in effect create simultaneous 

equations (mathematically formulated as 2-dimensional matrix operations) that can be solved 

to recreate the missing undersampled k-space data, and thus produce fully sampled, non-aliased 

images (see Figure 1.4).29 
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The coils are often arranged in an array of known geometric proportions, and their sensitivity 

to the target will be determined by their proximity to it. These parallel imaging coils are 

typically smaller in size than larger single receiver coils and therefore óseeô (are sensitive to) 

less noise and thus when combined to produce a single image (typically using the linear sum of 

squares) they have higher SNR than the equivalent single coil image. This higher SNR can be 

traded for decreased acquisition time and thus increased temporal resolution. 29 The biggest 

penalty in using accelerated parallel imaging is a reduction in SNR, with the accelerated SNR 

(ὛὔὙ ) defined as 

ὛὔὙ
ὛὔὙ

ὫȢ  ЍὙ 
                                          ς 

 where g is the geometric or noise amplification factor, which is a measure of how easily the 

ósimultaneous equationsô are independent and thus can be solved via a matrix inversion. g is 

dependent on the coil geometry, k-space sampling trajectory, image plane being used as well as 

the acceleration factor. The coil geometry is important as if two coils are too close together, and 

Figure 1.4 SENSE parallel imaging and reconstruction with acceleration rate 2: Initially, images are 

taken of the object to determine coil sensitivity maps. Then undersampled image of the object  are taken 

which are aliased and have ½ FOV of a fully sample image in the phase encoding direction. The coil 

sensitivity maps allow the individual coil images to be unfolded using an inversion matrix, and the final 

image is created by combing all the unfolded coil images using the sum of squares. Partially replicated 

from Elster (2017). 
 

SENSE Reconstruction

2 Acquisitions

1. Coil 

Sensitivity 
Maps

2. 

Undersampled 
k-space

Reconstruction

Unfold & 
Combine

Aliased single 

coil images 
with FOV/ 2 in 

PE direction

Images unfolded for 

each coil using CSM 
and combined using 

sum of squares

Phase Encoding 
Di rection
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their coil sensitivity maps too similar, small variations between the two, such as noise, are 

amplified (hence its alternate name). The reconstruction will not be able to provide a 

diagnostically useful image if the amplified noise becomes greater than the signal.28,30. Ideally 

there would be g-factor of 1 across a map, but values of up to 1.2 are usually tolerable.28  

 

The two most prominent parallel imaging reconstruction techniques, SENSE and GRAPPA are 

explained in the subsequent sections.    

 

1.5.1.1 SENSE 

SENSE (SENSitivty Encoding) is performed in image space and uses the constraints of coil 

sensitivity maps to allow fully sampled images to be recovered. It was developed by 

Pruessmann et al31 and the imaging and reconstruction processes are summarised in Figure 

1.4.32 Initially, coil sensitivity maps are calculated using fully-sampled images from each of the 

coils. As mentioned above, acceleration causes aliasing, and an aliased image outside the field 

of view is superimposed on the non-aliased image. The ingenious aspect of SENSE is that as 

one knows the coil sensitivities for the superimposed images we can determine the proportion 

of signal contributed from each and can thus reconstruct the original image for each coil using 

an inversion matrix. These unaliased single coil images can then combined into a final image. 

Scott et al16 used bSSFP parallel imaging and SENSE reconstruction to achieve diagnostic 

speech MR images at 20 fps.  
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1.5.1.2 GRAPPA  

GeneRalized Autocalibrating Partial Parallel Acquisition (GRAPPA), developed by Griswwold 

et al33, is performed in k-space and uses the surrounding k-space data to estimate the non-

sampled portions of k-space. The process is summarised for a 2-coil and Ὑ ς set up in Figure 

1.5.32  GRAPPA fills in missing k-space data for each coil using a 2-dimensional kernel of 

selectable dimensions for which it calculates weighting factors using a region of fully sampled 

data, known as the autocalibration signal (ACS), from all coils. Then, the missing k-space data 

for each coil is estimated using the surrounding data in the k-space for all coils. Again, an 

inverse Fast Fourier Transform (FFT) produces images for each coil which are then combined. 

The performance of GRAPPA reconstructions is comparable to SENSE for most imaging 

techniques, however, it does not require coil sensitivity maps. This is especially useful in 

heterogeneous areas such as the URT for which accurate coil sensitivity maps may be hard to 

achieve.34  

Figure 1.5 GRAPPA parallel imaging and reconstruction with acceleration rate: Undersampled images 

of the object are taken for each coil, with the central region oversampled to allow it to be used to 

calculate weighting factors for use in reconstruction. This missing k-space data for one coil is estimated 

using weighting factors from all coils, and then individual coil images are produced used an inverse 

FFT. The final image is created by combing all the unfolded coil images using the sum of squares. 

Partially  adapted from Elster (2017).  
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1.5.2 Reducing acquisition times using Cartesian and non-Cartesian MRI  

In MRI, an imaging sequence is designed to fill k-space using one of several sampling 

ótrajectoriesô, such as those shown in Figure 1.6.  In the majority of modern imaging techniques, 

this is done using a Cartesian grid, with orthogonal frequency (kFE) and phase-encoding (kPE) 

directions. In terms of the sequence, a phase encoding gradient (Ὃ ) is applied that allows 

sampling at a specific kPE  value and then a frequency encoding gradient (Ὃ ) is applied during 

signal acquisition to allow concurrent sampling of kx from -kx(max) to +kx(max). Then, another phase 

encoding step (either during the same excitation using an echo sequence or after another 

excitation) with a different gradient amplitude (Ὃ ᴂ) is applied to sample at another specific 

Ὧ  value (Figure 1.6A). The number of lines sampled per excitation depends on the sequence 

being used, but the process is repeated until k-space is filled to the extent required (some 

imaging techniques that use only partially filled k-space are partial Fourier and parallel imaging; 

see section 1.5.1 ).29 The path taken through k-space over time is known as the ótrajectoryô and 

is particularly important when using multi-echo techniques such as TSE, as relaxation occurs 

between different lines of k-space, and therefore the time at which a particular line is sampled  

will affect its contrast. Apart from single-shot techniques such as Echo Planar Imaging (EPI) 

most Cartesian techniques require multiple excitations and therefore, it will take multiple TRs 

to acquire a full image. In dynamic imaging, this leads to a lower temporal resolution and 

Figure 1.6. k-space sampling points for different sampling trajectories: A shows a fully sampled k-space sampled using a 

Cartesian sampling trajectory, represented stylistically in red. B shows k-space sample points from a spiral sampling trajectory, 

which is shown in blue for one interleave and C shows radial  sampling points with example spokes in green shown to represent 

the radial trajectory.  

A. Cartesian Fully-

Sampled k-space 

trajectory 
B. Spiral k-space 

sampling trajectory 

C. Radial k-space 

sampling trajectory 
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potentially to motion artefacts (the targeted anatomy is in different positions when different 

parts of k-space are sampled). However, image processing is rather straightforward for 

Cartesian sampling, simply requiring a two-dimensional FFT. 29 

 

Unfortunately, acquisition times and temporal resolutions for Cartesian imaging can only be 

reduced in speed to a certain point. To decrease the time of acquisition by half requires one to 

quadruple the gradient slew rates ( ) and double the maximum strengths (Ὃ ȟ ), both of 

which are limited by physiological constraints imposed by the MHRA to minimise the risk of 

peripheral nerve stimulation.35,36 Therefore to improve speed whilst remaining within tolerable 

limits, one needs to either use the gradients to cover k-space more efficiently or use less gradient 

encoding.29 Non-Cartesian imaging sequences can utilise both of these techniques to achieve 

reduced acquisition times. 

 

Non-Cartesian MRI benefits from not utilising any phase encoding. In 2D applications, 

following an excitation, two orthogonal gradients (Gx and Gy) are applied at the same time 

during signal acquisition to take a sample line in k-space . In radial imaging, as in Figure 1.6C, 

for a given excitation, Gx and Gy are constant and the angle (‰) of the radial line sampled through 

k-space  is determined trigonometrically by the relative amplitudes of the two gradients applied, 

using  

ÔÁÎ‰
Ὃ

Ὃ
                                           σ 

and hence ‰ τυwhen Ὃ Ὃ. Due to the rotation, the centre of k-space is fully sampled 

but outer k-space locations are undersampled, and resultantly the centre of k-space must be 

oversampled to achieve a fully sampled k-space. This requires more time ( ὸ  ) than 

for Cartesian sampling. This may seem counter intuitive when aiming to reduced acquisition 

time and improve the temporal resolution of the speech imaging but the advantage is that when 

undersampling k-space, the resultant artefacts are less apparent and coherent (radial streaking 

and spiral ringing rather than superimposed copies of the image as in Cartesian undersampling4 

and one can produce diagnostic images without the need for parallel image processing; see 

section 1.5.1).4 However, if reconstruction is required to allow further undersampling, non-

Cartesian SENSE uses the conjugate gradient method to overcome the difficulty in locating 

aliasing replicas, while non-Cartesian GRAPPA uses kernels only on small neighbourhoods.35  
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In spiral imaging, following the initial excitation, time varying Ὃ and Ὃ are applied to create 

a path through k-space which follows an Archimedes Spiral. The k-space coordinates for an 

equally spaced spiral can be derived as  

Ὧ ὸ
ὔ

ς“Ȣὒ 
‰ὸÓÉÎ‰ὸ                                           τ 

Ὧ ὸ
ὔ

ς“Ȣὒ 
‰ὸÃÏÓ‰ὸ                                           υ 

where ὔ  is the number of interleaved spirals and ὒ the field of view.29 The more interleaved 

spirals, the less undersampled is k-space and artefacts are therefore reduced. Spiral acquisitions 

are advantageous as they can cover a greater proportion of k-space in a single excitation when 

compared to both Cartesian and radial acquisitions, and therefore can again potentially reduce 

acquisition time. The highest reported temporal resolution for successful speech MRI was 22 

fps using a spiral sampling trajectory.37  

 

The greatest hindrance to both radial and spiral reconstructions is that the images cannot be 

reconstructed using a simple FFT. There are other methods available, for example radial 

imaging can use back projection (as was used by Lauterbur in 1973 to produce the first MR 

images38) although this is inefficient. The most common methodology is a process called re-

gridding, where the data is resampled onto a Cartesian grid prior to reconstruction. This process 

is not straightforward, and corrections must be made for the oversampled k-space centre (using 

a density compensation function) and apodisation.29   
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2 Methodology 

 

In this work, a dynamic 2D computational phantom was developed following a prototyping 

software development framework, which can be seen in Figure 2.139 The computer code was 

created in MATLAB version 2016b (MathWorks, Natick, MA, USA). The whole development 

process is split into two overarching stages, Phantom Development (Section 2) and Testing and 

Implementation (Section 3). Unless stated, all codes were written by the author. 

 

The details of the methodology for developing the phantom, (stage I in Figure 2.1), can be 

found below but are summarised here. Initially, time series images of a standard speech sample 

were acquired at 100 άί temporal resolution to attempt to adequately capture the motion of the 

velum and tongue. Previous work at this centre suggests that frame rates of 10 fps or more 

should be sufficient.40 These images were then edge enhanced (Section 2.1).  The relevant 

speech organs and structures were then segmented using a semi-automatic threshold method 

(Section 2.2).  These segmentations are then used to create binary masks, which are processed 

using morphological operators to make them more uniform (Section 2.3). Then, a continuous 

time motion model was created by interpolating between the masks (discussed in Section 2.4). 

Finally, the k-space time series can be derived using a 2-D Fourier transform (Section 2.5). The 

novel phantom produced has a simulated symmetrical FOV of 30 cm, image matrix size of 256 

x 256, k-space matrix size of 256 x 256, spatial resolution of 1.719 x 1.719 mm2, a temporal 

resolution of 30 fps and a single slice thicknesses of 10mm.   

 

The flow of data and computational processes required to transform the dynamic DICOM 

speech images into a computational phantom saved as a MATLAB data file can be viewed in 

Figure 2.2. Five MATLAB scripts were created to process and manipulate the images, each of 

which call functions both from the MATLAB standard library and image processing toolbox, 

as well as novel functions and those made available online by the image processing community 

which are referenced when used.  
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Figure 2.1 Software development framework for a novel Speech MRI Phantom. Stage 1. Phantom 

Development shows the main processes involved in its creation, whilst the Stage. II Testing and 

Implementation shows one use of the phantom to create images using Cartesian, radial and spiral sampling 

trajectories.  
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Figure 2.2: Computational Framework and Data Flow to produce a computational phantom of speech from 

dynamic speech DICOM files. The dark blue box represents the initial Speech MRI DICOM files and the 

cyan box represents the resultant phantom saved as a MATLAB data file. The red boxes indicate bespoke 

MATLAB scripts used to input image data and output further processed image data. The orange boxes 

indicate important functions called in the scripts. The arrows indicate data flow, with colours explained in 

the image key.   
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2.1 Image Acquisition and Enhancement  

A previously acquired real-time MRI DICOM dataset (mid-sagittal images of the URT) of a 

healthy adult volunteer performing speech samples was used as the base data for creating the 

masks used in the phantom. Images were acquired at a temporal resolution of 10 fps and a 

spatial resolution of 2.48 x 2.48 mm2. Imaging was performed using a 3 T Philips Achieva Tx 

MRI scanner (Philips Medical Systems, Best, The Netherlands) at St. Bartholomewôs Hospital 

for a project to investigate the required temporal resolution required to adequately capture 

velopharyngeal closure in patients with normal speech.40 The speech samples the volunteer 

were tasked with performing were designed to capture the full range of velocities and positions 

of the tongue and velum during speech in English speakers.  

After some initial attempts at segmentation, it was determined that edge enhancement of the 

images would be beneficial to aid thresholding of the speech organs. Several methodologies 

were tested including the Prewitt41 and an óUnsharp Maskingô method42 but it was determined 

that the Canny method was the most effective in aiding segmentation (Section 2.2). The Canny 

algorithm is a multi-stage process involving Gaussian filtering, image gradient detection and 

multilevel thresholding.43 A MATLAB script was used to create and save a composite image of 

the original time series and added edges (normalised and then multiplied by 0.2 of the maximum 

intensity in the original image, this being found empirically to  best aid segmentation). The 

original image, the detected Canny edges and the sum image can be viewed in Figure 2.3.  

 

 

 

=  

Figure 2.3 Canny Edge enhanced Speech MRI image of a volunteer: The edge enhanced image (right) 

is created by summing the original image with the normalised (to 20% of the maximum of the original 

image) detected Canny edges.    
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2.2 Segmentation  

A semi-automatic process was used to create dynamic segmentations for five relevant speech 

structures: the velum, tongue, epiglottis, mandible and maxilla. This was a 3-step process: the 

first was to create binary masks of the whole head with the vocal and speech organs visible 

(Section 2.2.1), the second was to select a region containing each organ of interest (Section 

2.2.2) and the third was to automatically segment and create a mask for each organ of interest 

at each time point (Section 2.2.3), resulting in binary masks of each of the speech organs of 

interest for each dynamic frame in the original dynamic image set.  

Section 2.2.1 Creation of a binary mask of the head and URT 

Initially, a binary threshold was applied to the whole dynamic image series at a value set to a 

100th of the maximum in the image which was found empirically to sufficiently maintain the 

URT to allow segmentation.  The resultant binary image, Figure 2.5, has óholesô within it, 

(defined in a binary image as ó0sô being completely surrounded by at ó1sô at any distance) 

particularly in the cerebral spinal fluid around the brain, which are not physiologically relevant 

for the speech phantom, as well as those forming part of the URT which are. 1 Hence, the next 

step was to fill those holes that are not required to delineate the speech organs in the URT, 

whilst maintaining those that are. This required some user input, and thus a new MATLAB 

program was created. It produces an image prompt asking the user to select óholesô in the head 

outside the URT, as seen in Figure 2.5. This was performed on a single slice, but as the parts 

of the head outside the URT remain relatively stationary throughout, the óholeô positions can 

be applied to the full dynamic data set.  

 

Figure 2.4 Binary Mask of Canny Edge Enhanced 2D image of a volunteer performing a speech sample.   
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The next step was to fill in as much of the rest of the image as possible.  The in-built MATLAB 

function, imfill, a morphological process, is used to fill  óall holesô in the images on each 

dynamic 2D image. This was selectively substituted into the user-selected óholesô fi lled 

images, with the óall holesô filled image compromising everything from the bridge of the nose 

upward as well as everything posteriorly to the trachea. This can be seen in the Figure 2.6.  

This combination of user-directed and automatic filling attempts to fill all holes except the 

upper respiratory tract. However, this process was not perfect and further morphological 

processes are required to fill smaller holes outside the URT not filled previously. 

 

 = 

Figure 2.6 Selective substitution of ROI to fill holes in a mask of speech to close all holes outside 

upper respiratory tract. A. shows the selected region of interest in an image in which the user has 

selected regions to fill. B shows the selected region in a mask with all holes automatically filled 

and  C shows the amalgamates images, created by selectively combining the  two selected regions 

in A and B. 

 = 

 User 

Selected 

Fill Points 

Figure 2.5  User selected fill positions in an binary threshold mask of a 2D  midline sagittal slice  image 

of human speech, performed by a volunteer. 
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A logical process (herein logical operators are defined as such in capital letters, eg. AND, OR) 

aids the morphological operators in removing smaller holes in the mask.  This process can be 

seen in Figure 2.7. The amalgamated image produced previously is again shown in Figure 

2.7A. In Figure 2.7B, all the óholesô are again filled using MATLABôs inbuilt óimfillô function. 

In Figure 2.7C shows the result of applying the logical operator B AND NOT A, leaving just 

the holes that were filled. In Figure 2.7D, the MATLAB function óbwareaopen(óImageô, 

óThresholdô)ô is applied to the óholesô image to only leave the óholesô with number of pixels 

greater than a óThresholdô, defining óbig holesô, which in this case was 23 to leave the 

nasopharynx unfilled.  Figure 2.7E shows the logical operations óholesô AND NOT óbigholesô 

to give the ósmall holesô. In the final image, Figure 2.7F, which was used for the segmentation, 

is the logical operator A OR E, which will selectively fill only the ósmall holesô defined in the 

previous steps, and leaves the nasopharynx unfilled.  

 

 

 

Figure 2.7 Logical process to remove non-physiologically relevant ôholesô from the dynamic phantom masks. 

A) is the phantom before this process. B) shows all ôholesô filled in. C) shows the logical difference to show 

all the holes that were filled. D) Only shows ôôholesò greater in size than 23 pixels, chosen to ensure the 

nasopharynx ôholeô is not filled as it is physiologically relevant to speech. E) is the holes minus those greater 

than 23 pixels and F) is the resultant image with the ósmall holesô filled but maintaining the nasopharynx.    

nasopharynx  

nasopharynx  
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Section 2.2.2 Outline areas containing organ of interest 

 

User input was again utilised on a single slice to aid the latter segmentation. An area 

sufficiently large to allow for full range of movement of an organ of interest (such as the 

velum or tongue) was outlined directly onto the image using a freehand tool, óimfreehandô. 

As the process was the same for each of the organs of interest, only the process for the velum 

will be explained, but is applicable to all other structures.   

Initially the user, in this case the author,  was asked to outline an area to contain the velum, as 

seen in Figure 2.8, and then, each of the other masks in turn. The user is advised to not be 

concerned if there is some overlap between certain areas, e.g. óMandibleô and óTongueô as 

these will be accounted for using morphological and logical processes later (see section 2.3).  

The aforementioned MATLAB function óimfreehandô created handles for the image and for 

the user selected velum segmentation area. These were then passed to the function 

ócreateMaskô which creates a binary mask where all the points within the selected region are 

ó1ô and those outside the region are ó0ô. 

 

Section 2.2.3 Create dynamic masks of organs of interest 

 

Using a threshold binary mask of the area, the position and edge of each organ of interest at 

each time-point t was recorded in separate image matrices. Overlapping segmentations may 

occur at this point and are accounted for when the masks are optimised (Section 2.3). 2 

Figure 2.8 User selected segmentation region: canny edge-enhanced mid sagittal slice of a volunteerôs head and neck, 

with a user selected area in from which the velum will be segmented.  

User Selected 

Velum 

Segmentation 

Area 
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The program then ran automatically to segment the velum (and each of the other organs of 

interest). Using the Hadamard product (a pixel by pixel multiplication), the user generated 

region mask is multiplied by the sagittal mask of the head (a logical AND function would have 

the same result) to give a binary mask of the velum to be used in segmentation.3 

 

The segmentation itself used the MATLAB function óbwboundariesô. This function returns, for 

each dynamic image, the boundaries of the all objects it can find in addition to binary images 

of each of the segmentations automatically performed. The option 'noholes' tells it to not 

segment any óholesô within the object, which may occur particularly in the tongue due to a 

magnetic susceptibility artefact in the original DICOM images.  These will be filled when the 

masks are optimised in the subsequent section.  

2.3 Mask optimisation  

In order to best visualise possible image artefacts, blurring and structure resolvability when 

optimising an imaging sequence, it is ideal for the phantom to be as uniform as possible, while 

still remaining anthropomorphic and retaining all physiologically important movement. 

Therefore, a number of further automated binary morphological processes were performed. 

These included óopeningô (morphological óerosionô followed by ódilationô, see table 

2.1),óclosingô (ódilationô followed by óerosionô), the removal or isolated groups of pixels and  

the filling of holes (principally in the tongue due to magnetic susceptibility artefact caused 

signal drop out). These processes also smoothed rough protrusions from the edge of the masks.1 

Then, a structured series of logical operators are applied to the masks (such as Mask A AND 

(NOT Mask B)) to remove any overlap between them.1  

= 
 

Figure 2.9 Creating an image for the velum segmentation: The binary mask of the user-generated velum area is 

multiplied on a pixel-by-pixel basis (Hadamard product) with the sagittal mask to create a binary image that will 

be used to segment the velum.       

Binary Mask of Velum Area that will 
be used for segmentation of the 
Velum  


































