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Abstract

Aim: Real time MRI (rtMRI)of human speech is an active field of research, with a particular clinical
focus on the assessment of speech disorderthis work, a numerical phantom is developed to allow
acquisition and reconstructions schemes for rtMRI to be compared to a continuous time model of the
moving structures, which forms a dynangiemputationalphantom. The model is then tested using
different kspace sampling schemes (Cartesian, radial and spiral) and to simulate parallel imaging (PI)
reconstructions.

Methods: The computational phantom was developed using a prototyping software development
framework created in MATLAB (version 2016b, Mathworks, Natick, MA, USA). The whole
development process was split into two stages; (I) Phantom Development and (ll) Testing and
Implementation (II).

Stage |. Phantom Development: Previously acquirede2itime MR images of a volunteer phonating

a standard speech sample were used. These images were then edge enhanced using rheti@ahny

and the relevant speech organs and structures segmented using a bespaltsatc threshold tool.

These segmentations were used to create binary masks, which were processed using morphological
operators to make them more uniform resulting
OEpiglottiso, 0 Ve | u moéntinucisTtiona matiendmodelnvds thierH @eatddoby A
linearly interpolating between two given masks in the time series. Finally, tkesglce phantom data

was derived as a time series using FFT and aundform fast Fourier transform (NUFFT) for Cartesian

and nonCartesian sampling trajectories respectively. The novel phantom has a simulated symmetrical
FOV of 30 cm, image matrix size of 256 x 256pace matrix size of 256 x 256, spatial resolution of
1.719 x 1.719 m#Ay a temporal resolution of 30 fps aadingle slice thicknesses of 20mm.

Stage Il. Implementation and Testing: As a proof of concept two investigations were carried out. In the
first, the phantom was used to simulate Cartesian, radial and spiral trajectories and produce fully
sampled andaxelerated images. In the second investigation, roaitiundersampled dynamic images

were created and were used to test GRAPPA and SENSE reconstruction techniques by analysing a
parameter space including the temporal resolution, acceleratiomuatderof coils and size of the
autocalibration signal region.

Results and Discussion

A 2D speech MRI phantom has been developed that can be used to sirsplate klata sampled along
differing sampling trajectories. The two investigadéound that the ph@tom could be used to produce
images in accordance with those produced clinically. This has been tested for radial, spiral and Cartesian
trajectories, and for undersampled Cartesian parallel imaging reconstructed. This phantom will allow
sampling trajectaes to be optimised whilst ensuring they remain diagnostically useful.

Conclusiorn

The first iteration of phantom development has been completed successfully. Future work would include
addingtissue contrast parameters,(T2) for each mask andsingthe phantom to test more advanced
dynamic imaging reconstruction techniques, such as across ti@BRAPPA? Ultimately, a graphical

user interfacevould be produced to allow the end user to enter and alter imaginggi@rs to allow a

more interactive optimisation process.

This work will be presented at the International Society for Magnetic Resonance in
Me di ci n e Bleetingin Ranissoh Monday $8une 2018.
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1 Introduction

In order to develop a usefalmerical phantom f@peechmagnetic resonance imaging (MRI)

an understanding dfothits clinical need andhe advanced imagingdieniques and sequences
requiredto perform itis neccesaryThis isestablished in subsequent sectiddsction 11-1.4
establisles the clinical importance oflynamic MRI of speech and how the creation of a
computationaimodelwould aid itsdevelopmentSection 1.Explains the anatomical mechanics
of human speechnd mathologies that medical imaging can help diagnose, with a particular
focus on velopharyngeal insufficiency in patients born with a phdfite Section 1.2liscusses

the different imaging modalities available to speech and language therapists anlintiers

to assess speech and its pathologiestion 1.3liscusses in detallRI of the speech organs
andthepalate Section 1.4lescribes computational phantoms already utilised in MRI and how
a speech phantom would be implemented to improve clinical imaging.

Upper respiratory tract

@al cavity

Pharynx

Larynx '—-“-"W \

Lower respiratory tract 3 L

Trachea

Primary bronchi

Lungs

Figure 1.1 Theupper andlower respiratory tracts. In human speech, when the diaphragm relaxes it pust
air from the lower to upper respiratory tracts allowing the production of speHuk image was produced by

The final sectionl.5, outlines twoadvanced MRI imaging techniquéieat areused in dynamic
speechMRI; parallel imagig (PI) (Section 1.5.1and norCartesian acquisition§Section
1.5.2; bothcommonly usedbo increase the temporal resolution of dynamic imagihgse will

form two test cases to assess the phantdBagtion3.



1.1 Human speech:functional morphology andpathologies

The production of human speech iscamplex processusing aninterconnected system of
skeletal muscles working in @rdination with thdower (LRT) and uppe(URT) respiratory
tracts(Figure 1.1). A full discussion of the nuances of the mechanics can be foudalliand
Rahilly 200G, but a smplistic understanding is adequaie developan insight into the
requirement®f a speech MRI phantom. Tipeoduction ofspeechbegins once thdiaphragm
startsto relax aftera persorbreattes in. The intercostamuscles contracs the diaphragm
relaxescausingthe lungs to reduce in volumand thus force air intbirst the bronchiand then
thetrachea where it reaches the larynx, the beginning dRiE*°. The air is pushed through
a narrow gap in the larynx known as the vocardhdor folds) $eeFigure 1.28). These vilbate
at a fundamental frequengwith higher harmonics after which theair passes into the various
resonantcavities of theURT, whose dimensions are determined by the morphology and
positioning of he pharynx, velunfalso known as the soft @dg), jaw, tongue and lipsin the
phonatiorof non-nasaktonsonantghere is a further step, where the vocal traeitier partially

or fully occluded by a pair of articulators, e.g. the tongue and the hard (Fatatee 1B) or the

A) B)

Sinus cavities

']
/<&— Levator Veli Palatini (LVP):
\ Originates at the temporal
bone and travels inferiorly
and anteriorly to the soft
palate.

Palatoglossus:
Originates in the tongue
and passes through the
anterior soft palate.

L,
L7
%
© Soft palate
Uvula Palatopharyngeus (1):
Fibres travel circumferentially
around the velopharynx.

Tonsil

Palatopharyngeus (ll):
Fibres also travel from the
soft palate inferiorly and
anteriorly around the anterior
pharynx.

Vocal cords

Figure 1.2 Functional Morphology of Speech) A sagittal view of the anatomy of the upper respiratol
tract, B) the anatomy of the palate. Adapted from Scott et al. 2014

velum and the dorsal section of the tonfja@herefore a healthy human can produce the full
range of sounds required for normal speegicontrolling:



i) Respiration:the airflow through the vocal folds and URT by ttiephragmand
chest walf

i) Phonationthe size, shape, tensions aegbaratia of the vocal chordt controlthe
pitch of the souncf

iii) Resonancehe shape of the resonant cavities in the URT

iv) Articulation: the effect ofpairs ofarticulators (particularly for consonant$)

There are however several maladiest can cause impaitl speech, one of the most prlewna
beingacleft palate According to heCleft Registry and Reporting Netwof€RANE), thathas
been reporting on cleft patients in England, Waled Northern Ireland since 2QG6ere are
anaveragel,100 cleftsliagnoseger year with 76% involving the palat®atients with a cleft
palate will usually undergo surgery at9émonths,but 20% of patienthiave been found to
developpostsurgical velopharyngealnsufficiency (WPl).” A commoncauseof VPI is the
inability of the velumto sufficiently occlude the entrance to tmesopharynXvelopharyngeal
closure) causinghe patient to have difficulty in articulating certain consonadrtisse patients

are monitored and undergo speexid languageherapy and may require further corrective
surgerybetween the ages of 3 and ®Qther maladies thamay cause impaired speecine
diseases of the speechgans such as cancer, infectionmlyps, nodulesand cysts®
Neurological conditiorfsare also known to cause speech disordmsaxiais often linked to
traumatic brain injury and strokehile dysarthriais theresultof fdisturbances in muscular
control over the speecimechanisms due to damage of the central or peripheral nervous
systend'® and is ofterlinked to diseases such amiltiplesclerosis Hunt i ngdonés

amyotrophiclateralsclerosis (ALS)!!

To ascertain what treatments will beosteffectivefor VPI, speechand languagéherapists
(SLTs) will initially performa perceptiorexaminationto assess resonance and articulation
during a speech sample. Many patients require further diagnostic evaduatarding medical

imaging.*?
1.2 Medical Imaging in theclinical assessment of speech

Imaging techniquesre an essential tool f@LTs and surgeons when planning how best to
managepatients with \Pl. The most commonly usetkchniquesare nasndoscopy and
fluoroscopy. Ilnas@doscopy a specialised fileroptic probe is passed through thestril into
the nasal cavity from which the leg@harynx can be viewealxially (Figure 1.3B.1213This is

more precisdhan fluoroscopy at discerning the degreevéfl and as it uses neonising



radiation it can be used multiple timescluding during guided therapy sessions. Its
disadvantages are that its placement is somewhat inyaghieh maydirectly affect the
paients quality of speecland uncorfortable which may make itifficult to use with a chd
patient Also, it gives only ongwo-dimensional 2D) view thatprovidesno information of the

movement ofheother articulators?

In x-ray fluoroscopy(Figure 1.3A%), projection imagesf the patienperforming speech tasks

are acquired witltemporalresolution of15-30" frames per second (fpshd the height of

' & +ARS27Ff . ® bl az2sSyit
at rest Gap
<y
— j 0%
—» | 'J 25%

Figure 1.3. Medical Imaging of velopharyngeal insufficiency: A. is a sagittal videofluoroscopy view of the velu
pharynx, with insufficiency assessed by measuring the distance between the two during attempted closure. F
from Cuadros 2009. Bhews nasoendoscopy examinationstfoee patients VPI is assessed as the area fractio
the initially open areas that remains open during attempted closure. The top rowG$hoviRI, the second row 109
and the third row 35%. Replicated from Ferreira 201

velopharyngeatlosure can be determines canthe movement of the tongue apldaryngeal
wall. However as ionising radiation is usethe number of exposures has to be minimised
especially with paediatric patientandas a consequenamly a single lateral projection is
typically used. larthermore soft tissue contrast is poalthough a barium colloid suspension
may be applied to the interior of the mothincreasémagecontrast:® Anotherdisadvantage

is that as it is a projectigmoverlapping shadows magbscure organs of interesithin the
image. The aforerentioned drawbacksof both nasndoscopy and fluoroscopy have led
researchers to investigate other methods of assesantiiR| has been shown to be a viable

and potentially superior alternative.

1C



1.3 Magnetic Resonance Imaging apeech

MRI offers excellensoft-tissue contrast allowing the tongue, velum and supporting muscles to
be imaged in any plane. Advances in dynamic MRI for gated cardiac imaging have led to the
development of fast sequencés Cartesian imaging, Beer et’athowed that they were able

to produced images of-& fps using a Turbo Spin Eci@dSE) with 62.5% partial Fourier.
Advanced techniques such as accelerated parallel imaging reconstruction (20 fps with balanced
steady state free procession F&$° and norCartesian sampling trajectories (24 fi§s)ave

also allowed increased temporal resolution, and are discussed in d&gidtion 1.3° As no
ionisation radiation is used, studies can be performed multiple timesnamdogphone caie

used which allows a sound recordingoe synchroniseavith the images?

Disadvantages include the necessity for the patient to lie in the supine position, which may
affect velar movement as reported in several studiéSHowever, Pernet al.(2012)found

only negligible effects on velar widtlength or position due to gravity Also, due to the long

time required to stay still in a noisy enclosed environment it is often hget thildren to co

operate with such studies, although Tetnal. (2001)reported children of 5 years can be
cooperative if given adequate instructioA$\dditionally, the abundance of air to tissue
interfaces can cause susceptibility artefacts for all sequences, and banding artefacts for bSSFP
sequences? Inevitably,image contrastvill worsen and tfe risk ofotheracquisition artefacts

is increased® This is problematic as the signal to noise ratio (SNR) will have to be sacrificed

to improve the temporal and/or spatial resolutiofi{sg use of noiCartesiark-space sampling

trajectoriescan alleviate some of thepeoblems ands discussed isectionl.5.

As time on clinicalMRI scannerss limited, computational phantoms may be used te pre
optimise sequences before they are implemented and allow a fair comparison between

sequences by providing a 6gold standardé dat

1.4 ComputationalPhantoms

The purpose of a computational (also known as numerical) MRI phantom, much the same as a
physical one, is to provide a standardised data set in which to test an imaging sequence.
Additionally, in a computational model ttkespace sampling trajecipassociated with a given
sequencenay alsobe simulated. As mentioned above, in a busy clinical MRI unit, the time
available for physicists to optimise sequences on the scanners might be very \umitadhas
necessitated the development of computaligmantomdor otherbody partsHowever, the

11



field suffers from a lack of standardised reference models, resulting inevitably in large body of

simulation methods hampering cresslidation between centres.

There are two principal types of computational phantom, analytical phantoras>atdased
phantoms. Analytical phantoms describe the simulated anatomy functionally. An early
successful example developed for CT is the Shemman brain phantom comprised of
overlapping ellipses of differing signal intensity. More specific MRI analytical heautqina

were developed again using ellipses or geometric contotirfiyoxel based phantoms rely

on the segmentation of a limited number of areas of interesh@eatrtio the study, resulting in

the aforementioned abundance of different models. As Muasdd phantoms mimic an actual
patient they are realistic, but their dimensions can be limited by the spatial and temporal
resolution of the original acquired imagedditionally for MRI, thek-space to image space
transformation used, the discrete Fourier transform, ignespsce truncation errors, whereas

for an analytical phantom the continuous Fourier transform is well definedwever,
analytical phantoms do not usually incorporate the movement required for a speech phantom.
In an effort to overcome both of their hindrances, some havkttriereate a hybrid phantom.

The MRXCAT uses voxel based, segmentaéyivo data with either nomniform rational b
splines or a polygon mesh deformation model, which allows it to overcome the temporal and
spatial resolutions of the original segmentecges’* A similar methodologyis applied to
simulate2D MR images of velopharyngeal closure using binary masks instead of polygon

meshesn this work(Section 2.3).

The further development of MRiapable ofassessing velopharyngeal closure and speech
disorders is reliant on the optimisation of imaging sequences to ensure that adequate spatial and
temporal resolutions can be achieweith sufficient signalwhile artefactsare minimisedo

allow a correct diagnosis. A computational MRI speech phantom would allow for more
efficient sequence optimisation as well as create an environment to allow new sequences to be

explored and develode

1.5Advancedspeech MRItechniques

As with all dynamic imaging, the key trad in speech imaging is having sufficient temporal

resolution to image the moving anatomy of interest whilst maintaining sufficient spatial

12



resolution, sufficient contrast and minimising artefacts enough to ensure these images are
diagnostially useful Two increasingly prominent methodologies that aim to strike this balance
are norCartesian MRI and parallel MRI. Therefore, these will form two test ¢&szsion3)

to assess the functionality of themputational speegshantom produced in this woréction

2).

1.5.1 Reducingacquisitiontimes using acceleratedgpallel MRI

A thoroughdescription oparallelMR imaging can be found iBaert (20073. The underlying
principlesutilised tobe able tdest the numerical speech phantara herein explaine®arallel
imagingis so called because multiple receiver coils record the signal concurregatly (
parallel). Thisallows ameans of reducing acquisition time by only filling a reduced proportion
of k-spaceknown as undersamplirf§ The reduction in time is known as the ursdenpling or

acceleration rateY) and isdefinedas

v U
s P

where Ris the ratio between the number of lines for a fully sampegpace 0 and the

number of lines (|  actually sampledn Cartesian imaging, undersampling only occurs in the
phase encoding direction as the frequency encoding direction is sampled Tgm to

Qr  concurrently, thugull samplingincurs no time penaltyfon-Cartesiarundersampling
and pardel imaging is also possible and briefly discusseskiction 1.5.2 As the field of view

in the phase encoding directioi®{v ) is inversely proportional to the distance wspace
between sampled linesR ), undersampling causes a reductiofiQtio  proportional toY
and subsequently an aliased imésgeFigure 1.4. However, usinghe data from the multiple
coils, along with some constraints and assumptions, allows one to in effeetsinealtaneons
equationdmathematically formulated asdmensional matrix operation)at can besolved

to recreatehe missingindersample#l-space data, and thus produce fully sampied-aliased

images(seeFigure 1.4.%°

13



SEN SE Reconstruction

Reconstruction

2 Acquisitions

1. Coil 2. Unfold &
Sensitivity Undersampled Combine
Maps k-space

Aliased single
coil images —

with FOV/ 2 in
PE direction

it

Phase Encoding

Images unfolded for

each coil using CSM

and combined using
sum of squares

—_—

Diredion

Figure 1.4 SENSE parallel imaging and reconstruction with acceleration rate 2: Initially, image:
taken of the object to determine coil sensitivity maps. Then undersampled image of the oljgatna
which are aliased and have Y2 FOV of a fully sample image in the phase encoding direction. T
sersitivity maps allow the individual coil images to be unfolded using an inversion matrix, and the
image is created by combing all the unfold®d images using the sum of squares. Partially replica
from Elster (2017).

The coils are often arranged in an array of kng@ametric proportionsgnd their sensitivity

to the target will be deterined by their proximity to itThese parallel imagm coils are

typically smaller in size than larger single receiver coils thedefore6 sée e( ar e sensi t
less noise and thus when combineg@roduce a single imaggypically usingthelinear sum of
squaresjheyhave higher SNR than the equivaleirigle coil image. This higher SNR can be

traded for decreased acquisition time and thus increased temporal reséffibe.biggest

penalty in usingaccelerategbarallel imaging is a reduction in SNR, withe accelerateGNR

("YOY ) defined as

.~ YOy
YooY — C
ABNY

where g is the geometrior noise amplification factor, whide a measure of how easily the
0si mul t aneous ependenaanthus cam be salveda a imatrik inversiong is
dependent on the coil geometkyspace sampling trajectory, image plane being used as well as

the acceleration factofhe coil geometry is important ggwo coils are too close together, and

14



their coil ®nsitivity maps too similar, small variations between the two, such as noise, are
amplified (hence its alternate name)he reconstruction will not be able to provide a
diagnostically useful imagé the amplified noise becomes greater than the si§ridlldeally

there would be gactor of 1 acrosamap, but values of up to 1.2 are usually tolerdble.

The two most prominent parallel imaging reconstruction techniques, SENSE and GRAPPA are

explained in the subsequent sections.

1.51.1SENSE

SENSE (SENSitivty Encoding¥ performed in image spa and uses the constraints of coil
sensitivity mapsto allow fully sampled images to be recoverdd was developedby
Pruessmann et & and the imaging and reconstruction processes are summariseglia
1.4321nitially, coil sensitivity mapsire calculated using fulgampled images from each of the
coils. As mentionedabove,acceleratin causesliasing, andinaliased image outside the field
of view is superimposed on the naliasedimage The ingenious aspeof SENSEis that as
oneknows the coil sensitivitiegor thesuperimposed@nages we can determine the proportion
of signal contributed from each and can thus reconstruct the original foraggch coilusing

an inversion matrixThese unaliased singt®il imagescan then combined into a final image.
Scott et af used bSSFP parallel imaging and SENSE reconstruction to achieve diagnostic
speech MRmages at 20 fps.

15



GRAPPA Reconstruction

Individual Coil
Images

k-space data
Acquisition estimation

Combination

Sum of squares from
individual Coil images

Oversampled Auto - Data driven Reconstituted using
callibration Signal interpolation using inverse FFT
(ACS) Region kernel

Figure 1.5 GRAPPA parallel imaging and reconstruction with acceleration rate: Undersampled in
of the object are taken for each coil, with the central region oversampled to allow it to be u:
calculate weighting factors for use in reconstructionisThissing kspace data for one coil is estimate
using weighting factors from all coils, and then individual coil images are produced used an ir
FFT. The final image is created by combing all the unfolded coil images using the sum of s
Partially adapted from Elste2017).

1.5.1.2GRAPPA

GeneRalized Autocalibrating Partial Parallel AcquisiiGRAPPA) developed by Griswold

et aP3 is performed ink-space and uses the surroundkagpacedatato estimate the nen
sampledportions ofk-spaceThe process is summarised for-adll and’Y ¢ set up inFigure

1.532 GRAPPAfills in missingk-space data for eadatoil using a2-dimensional kernebf
selectablaelimensiondgor whichit calculatesveighting factoraising a region of fully sampled

datg known as thautccalibrationsignal (ACS, from all coils Then the missingk-spacedata

for each coilis estimatedusing the surrounding data in thkespace dér all coils. Again an
inverseFast Fourier TransforifFFT) produces images for each coil which are then combined.
The performance of GRAPPA reconstructions is comparable to SENSE for most imaging
technigueshowever, itdoes not require coil sensitivity maps. This is especially useful in
heterogeneous areas such as the URT for which accurate coil sensitivity maps may be hard to
achieve’*
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A. Cartesian Fully
Sampledk-space B. Spiralk-space
trajectory sampling trajectory

C. Radialk-space
sampling trajectory

Figure 1.6. kspace sampig points for different sampling trajectories: A shows a fully sampisdalce sampled using .
Cartesian sampling trajectory, represented stylistically in red. B shespgs&e sample points from a spiral sampling trajecto
which is shown in blue for onieterleave and C shows radial sampling points with example spokes in green shown to re
the radial trajectory.

1.5.2Reducing acquisition times usin@Gartesian and on-Cartesian MRI
In MRI, an imaging sequence is designed to Ki#tpace using one of seversampling
orajectorie§ such as those shownkigure 1.6.1n the majority of modern imaging techniques
this is doneusing a Cartesian griavith orthogonal frequencygg) and phase&ncoding Kee)
directions. In terms of the sequence, a phase encoding gréetis appliedthat allows
sampling at specifidkee valueand then a frequency encoding gradiéat { is applied during
signal acquisition to allow concurrent samplindxdfom -kymaxto +kxmay. Then another phase
encoding stefeither during the same excitation using an echo sequence or after another
excitation)with a different gradient amplitudéQ geis applied tosample atnother specific
"Q value(Figure 1.6A) The number of lines sampled per excitation depends on the sequence
being used, but thprocess is repeated unkispace is filled to the extent required (some
imaging techniques that usely partially filledk-space are partial Fourier andaléel imaging
see section 1.5)1?° The pathtaken througtk-spaceover timeis known as theirajectoryand
is particularly importantvhenusing multiecho techniques such &SE, as relaxation occurs
betweerdifferent lines ok-space, and therefothe time at which a particular line is sampled
will affect its contrastApart from singleshot techniques such as Edhlanarimaging (EPI)
most Cartesian techniques require multiple excitations and therefark take multiple TRs

to acquire a full imageln dynamic imagingthis leads to a lower temporal resolution and
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potentiallyto motion artefacts (the targeted anatomy is in different positions when different
parts of k-space aresampled. However, image processing is rather straightforwkmd

Cartesian samplingimply requiring atwo-dimensionaFFT. 2°

Unfortunately acquisition times and temporal resolutions @artesian imaging can only be

reducedn speed to a certain poinfo decrease the time of acquisition by half requires one to
guadruple thgradient slew rate6——) anddouble themaximum strengths® ; ), both of

which are limited by physiological constraintaposed by the MHRAO0 minimisethe risk of
peripheral nerve stimulatiofi*®Therefore to improve speed whilst remaining within tolerable
limits, one needs to either use the gradients to despace more efficiently or use less gradient
encoding?® Non-Cartesiarimaging sequencesan utilise both of theséechniques to achieve

reduced acquisition times.

Non-CartesianMRI benefits from not utilising any phase encodingh 2D applications,
following an excitation, twarthogonal gradientsGx and Gy) are applied at the same time
during signal acquisition to takesampldine ink-space In radial imagingas inFigure 1.6C,
for a given excitationxandGy are constant and the andi@ ©f the radial line sampledrbugh
k-spaceis determined trigopnometrically by the relative amplitudes of the two gradients applied,
using

6 il — o

0

and hencéo 1 vwhenO "O. Due to the rotation, the centre lebpace idully sampled
but outerk-spacelocationsare undersampledind resultantly the centre kispace must be

oversampledo achieve a fully samplddspaceThis requiresnore time £ 0 ) than

for Cartesian samplindg-his may seem counténtuitive when aiming to reduced acquisition
time and improve theemporalresolutionof the speech imagingut theadvantage is that when
undersamplingk-spacethe resultanartefactsare less appareand coherent (radial streaking

and spiral ringingather tharsuperimposed copies of the image as in Cartesian undersahmpling
section1.5.1).* However, if reconstruction is requireth allow further undersamplingon-

CartesianSENSEuses the conjugate gradient method to overcome the difficulty in locating

aliasing replicas, while neB@artesiarGRAPPA usegernels ony on smallneighbourhood$®
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In spiral imaging, following the initial excitation, time varyii@ and'O are applied to create

a path througlk-space which follows an Archimedes Spirelhe k-space coordinates for an

equally spaced spiral can terived as

Qo %0 O B&o T

0
¢

Qo %00 A T %0 3

0
¢ &
wherel is the nunber of interleaved spirassd0 the field of view?® The more interleaved
spirals, the less undersampled-space and artefacts are therefore reduspulalacquisitions

are advantageous as they can cover a greater proporkespaten a single excitation when
compared tdoth Cartesian and radial acquisitions, and therefore can again potentially reduce
acquisition time The highestreportedtemporal resolution for swessful speech MRI was 22

fps using a spiral sampling trajectory

The greatest hindrance to both radial and speebnstructions is that the images cannot be
reconstructed using a simpkFT. There are othemethods available, for example radial
imagingcan use backrojection(aswas usedy Lauterburin 1973to produce the first MR
images$®) although this is inefficient. The most common methodology is a process klled
gridding, whee the data is resampled onto a Cartesian grid prior to reconstruction. This process
is notstraightforwardand corrections must be made for the oversanipighcecentre (using

a density compensation functicamdapodisatiorf?

18



2 Methodology

In this work a dynamic2D computational phantorwas developed followinga prototyping
software development framework, which can be sedfigare 2.13° The computer codevas
created iMATLABversion2016b MathWorks, Natick, MA, USA The whole development
processs splitinto two overarchingstagesPhantonDevelopment$ectior?) andTesting and

Implementation(Section3). Unless stated, all codes were written by the author.

The detailsof the methodologyor developingthe phantom(stage lin Figure 2.1), can be
foundbelowbutare summarised henaitially, time seriesmagesof a standard speesample
wereacquiredat 1004 i temporal resolutioto attempt to adequately capture the motion of the
velum and tongel Previous work at this centre suggests that frame odt&® fpsor more
should be sufficiert® Theseimageswere then edge enhance®éction2.1). The relevant
speech organs and structumesrethen segmented using a sesmitomatic threshold method
(Section2.2). These segmentationseahen used to create binary masks, whiclpeveessed
using morphologicabperatordo make them more unifornséction2.3). Then a continuous
time motionmodelwascreated by interpolating between the maskscussed irsection2.4).
Finally, thek-spaceime seriexan be derived using a2 Fouriertransform(Sectior2.5). The
novel phantonproducecdhas a simulated symmetrical FOV of 30 cm, image matrix size of 256
x 256, kspace matrix size of 256 x 256, spatial resolution of 1.719 x 1.713 atemporal

resolution of 30 fps and a single slice thicknesses of 10mm.

The flow of data andomputational processesquired to transform the dynamic DICOM
speech images into@mputational phantom saved @aMATLABdata file can be viewed in
Figure 2.2. Five MATLABSscriptswere createdo process and manipulate the images, each of
which call functions both frorthe MATLAB standard library and image processing toolbox,
as well asovelfunctions and those made available online by the image pmgessnmunity

which are referenced when used.
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2 Sepmentation

3. Mask

4. Continmous Time Model:

Interpolate frames nsing
deformation modsa.

5. Flantom in
kespace

Figure 2.1 Softwaredevelopmentframework for a novel Speech MRI PhantoBtage 1. Phantorr
Development shows the main processes involved in its creation, whilst the Stage. Il Testi

Implementation shows one use of the phantom to create images using Cartesian, radial and spiral s
trajectories.
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Figure2.2: Computational Framework and Data Flow to produce a computational phantom of speec
dynamicspeech DICOM files. The dark blue box represents the initial Speech MRI DICOM files a
cyan box represents the resultant phantom saved as a MATLABildaThe red boxes indicate bespo
MATLAB scripts used to input image data and output further processed image data. The orang
indicate important functions called in the scripts. The arrows indicate data flow, with colours explait
the imagekey.
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2.1Image Acquisition and Enhancement

A previously acquired redglme MRI DICOM datase{mid-sagittal images of the URDf a

healthy adult voluntegverforming speech samplesasused ashe base data for creating the

masks used in the phantoimages were acquired at a temporal resolutiod®fps and a

spatial resolution 02.48 x 2.48 mrh Imaging was performed usira3 T Philips AchievaTx

MRI scanne(PhilipsMedical SystemsBest, The Netherlanis at St . Bart hol ome
for a projet to investigatethe required temporal resolution required to adequately capture
velopharyngeatlosure in patients with normal speé¢€irthe speech samples the volunteer

were tasked with performingere designed toapture the full range of velocities and positions

of thetongueand velum during sgech in English speakers.

After some initial attempts at segmentation, it was determined that edge enhancement of the
images would béeneficialto aid thresholding of thepeech organsSeveral methodologies

were tested including the Prefiitatndan dJnsharp Maskingmethod? but it wasdetermined

that the Cannynethodwasthemost effectivan aiding segmentatiorSection 2.2 The Canny
algorithm is a multistage process involving Gaussianefilhg, image gradient detection and
multilevel thresholding® A MATLABscriptwas used tareate and savecmposite image of

the originatimeseries andddededgegnormalised and themultiplied by 0.2 of the maximum
intensity in the original imagehis being found empiricalljo best aid segmentatiprThe

original image, the detecté€thnny edges and tlsimimagecan be viewed ifrigure 2.3.

Figure 2.3 Canny Edge enhanced Speech MRI image of a volunteer: The edge enhanced imag
is created by summing the original image with the normalised (to 20% of the maximum of the original
image) detected Canny edges.

23



2.2 Segmentation

A semiautomatic proceswasused to creatdynamic segmentations féiwe relevant speech
structuresthe velum, tongue, epiglottis, mandible andxilla. Thiswasa 3step processhe

first wasto create binary masks of the whole head with the vocal and speech organs visible
(Section 2.2.1)the secondvasto select a region containing each organ ofreggSection
2.2.2)and the thirdvasto automatically segment and create a mask for each organ of interest
at each time poinfSection 2.2.3)resulting in binary masks of each of the speech organs of

interest for each dynamic frame in the original dyitaimage set.

Figure 2.4 Binary Mask of Canny Edge Enhanced 2D image of a volunteer performing a speech sample.
Section 22.1 Creation of a binary mask of the head and URT

Initially, a binary thresholdvasapplied to the whole dynamic image series at a value set to a

100th of the maximum in the image which was found empiricalutéciently maintan the

URT to allow segmentation The resultant binary imagé&jgure 2.5,h a s 6 withid ie s 6
(defined in a binary image a®sd being completely surrounded by @isb at any distange

particularly in the cerebral spinal fluid around the brain, which are not physiologically relevant

for the speech phantom, as well as those forming part of the URT whiciHanece, the next
stepwasto fill those holes that are not required to delineate the speech organs in the URT,
whilst maintaining those that are. This required some user input, and thus MATEWAB

program was created. It produces an image prompt askengths er t o sel ect & hc
outside the URT, as seenhigure 2.5. Thiswasperformed on a single slice, but as the parts

of the head outside the URT remain relativel

be applied to the full dynamutata set.
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The next stepvasto fill in as much of the rest of the image as possiblee inbuilt MATLAB
function, imfill, a morphological processs usedto fill Gll hole®in the images on each
dynamic 2D image. Thisvas selectively substituted intthe userselecteddoles filled
images, with théall hole$filled image compromising everything from the bridge of the nose
upward as well as everything posteriorly to ttechea This can be seen in tlirégure 2.6.
This combination of usetirected and automatic fillingttemps to fill all holes except the
upper respiratory tractHowever, this proceswas not perfect and further morphological
processes are required to fill smaller holes outside the URT not filled previously.

Figure 2.5 User selected fill positions in an binary threshold mask of a 2D midline sagittal slice ime

of human speech, performed by a volunteer.

A) User Selected Points Filled B) All Holes Filled C) Amalgamated iImage from A & B

Figure 2.6 Selective substitution of ROIfill holes in a mask of speech to close all holes outsi

upper respiratory tract. A. shows the selected region of interest in an image in which the user has
selected regions to fill. B shows the selected region in a mask with all holes automaltiiedlly fi

and C shows the amalgamates images, created by selectively combining the two selected regions
in A and B.

25



A logical processgherein logical operators are defined as such in capital letters, eg. AND, OR)

aids the morphological operatorsremovingsmaller holes in the mask. This process can be

seen inFigure 2.7. The amalgamated imageoduced previouslis again shown ifrigure
2.7A InFigure 2.8, all thedholedare again filled usinyl A T L AiBbailso i ndfuimctioh.
In Figure 2.7C shows the result of applying the logical operator B AND NOT A, leaving

just

the holes that were filled. Ifkigure 2.7D, the MATLAB function 6 baw e aopen ( 6 1 ma ¢

0 Thr e ditapplieldo)theholedimage to only leave théholedwith number of pixels

greater thanded i @aT Inge silivh igdhik, caseeas 28,to leave the

nasopharynx unfilledFigure 2.7Eshows the logical operatiodsole SAND NOT dighole$

to give thasmall holeg In the final imagekigure 2.7F, whichwasused br the segmentation,

is the logical operator A OR E, which will selectively fill only tienall hols 6 d e f i

previous steps, and leaves the nasopharynx unfilled.

A) Amalgamated Image Bj Holes Filled C) Holes

E) Small Holes F) Small Holes Filled

Figure 2.7 Logical processtoremoverprhy si ol ogi cally rel evant ©6hi
A) is the phantom before this process. B) sh
all the holes that were filled. D) Onfhows 66 hol es0 greater in si
nasopharynx ©6holed is not filled as it is ph»
than 23 pixels and F) i s t he dbumainiaihirgthe nasophargnz.
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Section 2.2.2 Outline areas containing organ of interest

User inputwas again utilised on a single slice to aid the latter segmentationaréa
sufficiently large to allow for full range of movement ai organ of interest (such as the

velum or tonguejvasoutlined directly onto the image using a freehand,tédl mf r @ e hand
As the proceswasthe same for each of the organs of inter@sty the process for the velum

will be explained, but is applicable to all other structures.

Figure 2.8 User selected segmentati@gion cannyedgeen hanced mi d sagittal sl i
with a user selected area in from which the velum will be segmented.

Initially the userin this case the authowasasked to outline an area to contain thieive as

seen inFigure 2.8, and theneach of the other masks in turn. The user is advised to not be
concerned i f there i s someMarvdirbdnl depigd @&t we e n
these will be accounted for using morphological and logical peaselater (sesection 2.3

The aforementioneMATLABfunctiond i mf r ecechtd andtes for the image and for

the user selectedelum segmentation area’hesewere then passed to the function

0 c r e a bwhibhacee&tes a binary mask where all thafsowithin the selected region are

0 l1add those outside the region ar® 6
Section 2.23 Create dynamic masks of organs of interest
Using a threshold binary mask of the area, the position and edge of each organ of interest at

each timepointt wasrecorded in separate image matrid@gerlapping segmentations may

occur at this point andreaccounted for whethe masks areptimised Eection 2.3. 2
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The programthen an automatically to segmettie velum (and each of the other organfs
interes). Using the Hadamard produt pixel by pixelmultiplication), the user generated
regionmask is multiplied by the sagittal mask of the head (a logical AND function would have

the same result) to give a binary mask of the velum to be used in segmeéhtation

Binary Mask of Velum Area that will
be used for segmentation of the

%

Figure 2.9 Creating an image for the velum segmentation: The binary mask of theenseasted velum area is

multiplied on a pixeby-pixel basis (Hadamard product) with the sagittal mask to cradtimary image thaill

be ugd to segment the velum.

Thesegmentation itself udehe MATLAB function6 b wb o u n this functeos réturndor

each dynamic image, the boundaries of the all objects it can find in addition to binary images
of each of the segmentations automatically perforniéet option'noholes tells it to not
segment anyhole® within the object, which may occur particularly in the tongue tua
magnetic susceptibility artefact in the original DICOiklages. These will be filled when the

masks are optimised in the subsequent section.
2.3 Mask optimisation

In order to bestisualise possible imagartefacts, blurring andtructureresolvability when

optimising an imaging sequence, it is ideal for the phantom to be as uniform as possible, while

still remaining anthropomorphic and retaigi all physiologically important movement.
Therefore, a number of further automated binary morphological processesperformed.

These includedé o p e n(immogrép hol ogi c al 6er osi oseebtable ol | ow
2D6cl oodiglbat i on & ofso thénr@moeat or ibojateddgeoups of pixealsd

the filling of holes (principally in the tongue due to magnetic susceptibility artefact caused
signal drop oyt These processes alsmootledrough protrusions from the edge of the masks.

Then a structured series of logical operators are applied to the masks (such as Mask A AND

(NOT Mask B) to removeany overlap between them.
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